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**SHAVADOOP**

# Launching the program:

Shavadoop is a program that takes a file text input and counts the occurrence of each word, then prints it to an output file, all using a cluster of computers with a distributed file system and a MapReduce-like operation. Here are the requirements for it to perform correctly:

* Have a single folder on the distributed file system containing the jar files *“Master.jar”* and *“Slave.jar”*;
* Add in this folder the input text file;
* Also, add a text file containing the list of IP addresses (or hostnames) of the computers you want to use for the task. The format must be one address on each line;
* Now open a terminal and navigate to this folder;
* Run this command:

*“java -jar Master.jar <input text file name> <IP addresses file name> <timeout in ms>*”

The timeout is for testing the SSH connection with the computers: a test request will be sent to each one of them, and if a computer doesn’t respond before the end of the timeout, it will be considered as non-available. For example, with a 2 second timeout:

*“java -jar Master.jar input.txt adresses.txt 2000”*

* The result with be printed in a file named *“wordcount.txt”* in sorted order. Several folders containing intermediate results will also be created.

# SSH connectivity:

The main class of the program is the *“Master”* class. The first thing it does is to test the SSH connection with all the computers (slaves) given in the IP addresses file. But we don’t want to do this one by one for obvious timing reasons, so we create one thread for each slave via the *“SSHConnectivityTester”* class which implements the *“Runnable”* interface, with the IP address as a parameter, and we launch in parallel all the threads. Each instance contains a flag (default to *“false”*), which is only updated to *“true”* when the SSH connection succeeds.

In the meantime, just after launching the threads, the main thread will sleep for a period equal to the timeout given by the user as an argument. Then after waking up, it will interrupt all the started threads, and check for each one of them if the connection has succeeded, using the instance flag. For each success, the IP address is added to a list which will be used in all the program.

This program assumes that, when an SSH connection succeeds here, the corresponding computer will stay available during the whole execution of the program. In other words, the “fault-tolerance” characteristic of MapReduce isn’t implemented here.

# Splitting:

Now that we have a list of available slaves, we split the input text file into several “Sx” files, one for each slave. For this we use the length of the input file in bytes, and split it equally between each slave. The problem here is that we don’t want to cut the file at the middle of words, so for each part, we keep adding bytes one by one until we reach a space character, which byte representation is 32. This means that the last “Sx” file will generally be smaller than the others, but it won’t be noticeable for a not-too-small input file.

# Mapping:

The core of the program begins here. We now have several “Sx” files, and the same number of available slaves, and we want each slave to do the mapping job on one “Sx” file. So, we create a list of instances of the *“JobLauncher”* class, one for each slave (note that the same class is used for launching both mapping and reducing jobs, but it would have been smarter to create one class for each case). We pass all the parameters needed to know how to correctly execute the job.

Then each *“JobLauncher”* (which implements *“Runnable”)* starts a thread which will create an SSH process using the native *“ProcessBuilder”* class, with the corresponding slave as recipient and all the needed arguments. Each instance also contains an *“ArrayBlockingQueue”* which is an array that allows one write and one read action to be executed concurrently. This array will be used to store the responses of the slave, while the master retrieves them at the same time.

Now each slave will run the mapping job on its “Sx” file. So, it reads the file line by line, and for each line it applies the following normalization operations:

* Putting the text to lower case;
* Removing accentuation (to prevent duplicate words and biased results);
* Replacing all special characters (different from [a-z]) by a space character;
* Removing all frequent words using a given list (which can be modified if needed);
* Splitting the text in words, using space characters as delimiters;

Then, for each word of the line, we write to the “UMx” output file *“word 1”*. If it is a new word (not seen before), we also send it to the corresponding *“JobLauncher”* via SSH using the standard output (to know if it is a new word or not, we use a *“HashSet”* that we update continuously).

Note that we implemented a multi-threaded version of the mapping job, using the *“MapLauncher”* class with a number of threads equal to the number of available processors of the slave. But because most of the job here is reading the input file and writing the output file, which cannot be parallelized, the performance doesn’t change, but it would increase if the mapping operations were the long part.

In the meantime, from the master side, each *“JobLauncher”* has an open stream with its slave, which retrieves one by one the unique words sent by the slave and places them at the tail of its *“ArrayBlockingQueue”*, until the process is over. While so, the master keeps looping on all the arrays until every slave has ended its job, and for each word retrieved, it adds it to a *“HashMap”* as a key, and adds the path of the “UMx” file that contains this word to a list of paths which is the value associated to the key (this path can be retrieved because the master knows which “UMx” is created by which slave).

# Shuffling:

We now have a set of “UMx” files, and a map of the unique words (keys) associated with lists of “UMx” files containing each word. We then randomly split the keys between each slave, and for each group of keys, we merge into a set the lists of “UMx” files containing these keys. As in the mapping phase, we create a list of *“JobLauncher”* with the necessary parameters, but we can’t yet launch the SSH processes.

Yeah, because poor SSH doesn’t like it when we send a huge number of arguments, so we can’t send all the keys here. Even when constructing a single argument by joining all the keys with a separator (using a sequence of characters that doesn’t interfere in the SSH command compilation, here triple-underscore), he was still crying over the length of the arguments. So, we create a “Keys” file for each group of keys, then launch in new threads every SSH process, specifying in the arguments the corresponding “Keys” file, as well as the list of corresponding “UMx” files concatenated with the triple-underscore separator (we can do it here because the number of “UMx” files to send is small, not greater than the number of slaves).

# Reducing:

Each slave will now do its reducing job using the following operations:

* Reading the given “Keys” file;
* Storing the retrieved keys in a *“HashMap”* with 0 as initial value;
* Reading all the given “UMx” files line by line;
* For each line (which contains *“key 1”),* incrementing the value associated to the found key in the *“HashMap”*.

Then for each key, we send *“key count”* to the corresponding *“JobLauncher”* via the standard output, and we also write it to the “RMx” output file. Same as for the mapping phase, each *“JobLauncher”* reads the pairs sent by its slave and stores them in an *“ArrayBlockingQueue”*, while the master loops on every array to retrieve them until every slave has ended its job.

Note that, as in the mapping phase, we implemented a multi-threaded version of the reducing job, using the *“ReduceLauncher”* class with a number of threads equal to the number of given “UMx” files. But again, because most of the job here is reading the input files and writing the output file, which cannot be parallelized, the performance doesn’t change, but it would increase if the actual reducing operations were the longest part.

# Assembling:

Finally, the master has a *“HashMap”* of each word and its number of occurrences, and we now create a sorted list of the words using the *“KeyComparator”* class which implements the *“Comparator”* interface, with the most frequent words first. Then we just print the sorted pairs to the output file “wordcount.txt”. Note that this operation wouldn’t be done in MapReduce, the results would be the “RMx” files with sorted pairs (here we didn’t sort them because we don’t use the “RMx” files).

# Results: