知乎用户对特朗普和希拉里的看法——基于爬虫和文本挖掘技术的分析
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## 摘要

学了R语言后就一直手痒，想从浩瀚的网络中抓一些数据来练练手。最近学习了爬虫终于可以一试身手了。

我写了一个专爬知乎内容的爬虫，只需输入知乎话题编号（如19552910，对应php语言)，就可以抓取该话题下所有的精华问题，以及每个问题下排名前十的最佳回答，包括回答的全部正文，作者，发布日期，点赞数和评论数。

本文从知乎上分别抓取了讨论美国大选的两位主角特朗普和希拉里的所有精华问答，共有18000多篇，并用文本挖掘技术加以分析。让我们看看知乎用户对特朗普和希拉里是怎么看的吧。有种观点认为知乎对特朗普是一边倒的支持，数据是否支持这种看法呢？

## 爬虫的编写

本文爬虫主要调用了rvest包，rvest是抓取静态网页的利器，使用起来远比RCurl包便捷。当然缺点是对动态加载的网页就无能为力了。

rvest最主要的三个函数是read\_html()，html\_nodes和html\_text()。功能如下：

read\_html()：传入网址和编码方式（中文网页一般是UTF-8），即可读取整个网页。 html\_nodes()：传入读取的网页和css节点，定位到所有符合要求的节点位置。 html\_text()：传入html\_nodes()的定位结果，提取所有节点下的文本内容，以向量的形式保存。

完整的爬虫程序如下：

library(rvest)  
library(magrittr) # 管道运算符  
  
# 输出一个数字，表示该话题的精华有多少页，需要传入话题编号  
get\_zhihu\_page <- function(topic) {   
 paste0("https://www.zhihu.com/topic/", topic, "/top-answers") %>%  
 read\_html(encoding="UTF-8") %>%  
 html\_nodes(".zm-invite-pager > span> a:nth-child(1)") %>%  
 html\_text() %>%  
 extract(3) %>%  
 as.numeric()  
}  
#get\_zhihu\_page(20023724) # 结果正确  
#get\_zhihu\_page(19674181)  
  
# 获取话题下第n页所有问题的网址  
# 第一页和其它页网址不一样，分别处理  
page2url <- function(n, topic) {  
 if (n==1) {  
 qstn <- paste0("https://www.zhihu.com/topic/", topic, "/top-answers") %>%  
 read\_html(encoding="UTF-8") %>%  
 html\_nodes("div.feed-item > div:nth-child(6) > div:nth-child(1) > h2:nth-child(1) > a:nth-child(1)") %>%  
 html\_attr("href") %>% # 获取全文链接  
 extract(grep("/question/", .)) #筛选出有用的链接  
 }  
 else {  
 qstn <- paste0("https://www.zhihu.com/topic/", topic, "/top-answers?page=", n) %>%  
 read\_html(encoding="UTF-8") %>%  
 html\_nodes("div.feed-item > div:nth-child(6) > div:nth-child(1) > h2:nth-child(1) > a:nth-child(1)") %>%  
 html\_attr("href") %>% # 获取全文链接  
 extract(grep("/question/", .)) #筛选出有用的链接  
 }  
 sub("http://www.zhihu.com", "", qstn) %>%  
 paste0("https://www.zhihu.com", .)  
}  
  
  
# 该话题下所有精华问题的网址  
get\_zhihu\_qstn <- function(topic) {   
 get\_zhihu\_page(topic) %>%  
 c(1:.) %>%  
 sapply(page2url, topic) %>%  
 unlist  
}  
#test <- get\_zhihu\_qstn(19674181) # 结果正确  
#get\_zhihu\_qstn(20023724) # 测试成功  
  
# 从问题的网址获取最热门的十条回答，组成data.frame形式  
# css节点的获取：用火狐浏览器打开相应的网页，鼠标停在需要抓取的内容的位置，右键查看元素，即跳至查看器相应位置，  
# 在该位置点右键，选复制-> css选择器即可。  
# 再复制几个同类型内容的css节点，观察异同，保留相同的部分，删去不同的部分（从冒号开始，包括冒号，一直删到">"前）。  
# 这样的节点就对应了这一类内容的所有内容  
qstn2ans <- function(url) {  
 web <- read\_html(url, encoding="UTF-8")  
   
 question <- web %>%  
 html\_nodes("span.zm-editable-content") %>%  
 html\_text()  
   
 author <- web %>%  
 html\_nodes("div.zm-item-answer > div:nth-child(6) > div:nth-child(1) > span") %>%  
 html\_text() %>%  
 tm::stripWhitespace()  
   
 text <- web %>%  
 html\_nodes("div.zm-item-answer > div:nth-child(7) > div:nth-child(2)") %>%   
 html\_text()  
   
 zan <- web %>%  
 html\_nodes("div.zm-item-answer > div:nth-child(5) > button:nth-child(1) > span:nth-child(2)") %>%  
 html\_text()  
   
 date <- web %>%  
 html\_nodes("div.zm-item-answer > div:nth-child(9) > div:nth-child(1) > a:nth-child(1)") %>%  
 html\_text()   
   
 commt\_count <- web %>%  
 html\_nodes("div.zm-item-answer > div:nth-child(9) > div:nth-child(1) > a:nth-child(2)") %>%  
 html\_text() %>%  
 tm::stripWhitespace()  
   
 data.frame(question=question, author=author,   
 text=text, zan=zan, date=date,   
 commt\_count=commt\_count, stringsAsFactors = F)  
}  
  
#tmp <- qstn2ans("https://www.zhihu.com/question/20594192")  
  
# 用户需要调用的函数  
# 传入话题编号，获得所有精华问答  
get\_zhihu\_ans <- function(topic) { # 输入话题编号  
 ans <- get\_zhihu\_qstn(topic) %>% # 得到所有问题网址  
 lapply(qstn2ans) %>%  
 Reduce(rbind, .)  
   
 write.csv(ans, paste0("E:/QUANT/text mining/ans\_of\_", topic, ".csv"))  
 return(ans)  
}

## 数据清洗

先来看看抓取的特朗普数据"ans\_of\_trp"和希拉里数据"ans\_of\_hlr"的结构。text字段就是回答的正文，我们主要分析这个字段。

# 爬取川普的数据  
#ans\_of\_trp <- get\_zhihu\_ans(20023724) # 耗时10分钟  
# 爬取希拉里的数据  
#ans\_of\_hlr <- get\_zhihu\_ans(19664274) # 耗时10分钟

#str(ans\_of\_trp)  
#str(ans\_of\_hlr)

对文本语料的数据清洗主要用到tm, qdap, Rwordseg, tmcn等几个包。过程包括：

1、自定义停用词库：文本中有很多词出现频繁，但对分析问题没有帮助，如“东西”，“方面”，“使用”等等，需要把这些干扰分析的词删除。虽然tmcn包已经提供了一个中文停用词库stopwordCN()，但还不够，不断地人工添加，这是一个繁琐又不可缺少的步骤。

2、自定义需要提取的词性：segmentCN()函数除了分词外，还提供每个词的词性，我们主要分析名词类词汇。

3、向词典中插入临时词汇：有些词分词词典中没有，又是我们预期会遇到的，如“邮件门”，这就需要手动插入。

4、语料清洗，包括去除数字，英文字符，标点符号，多余的空字符，分词，筛选出需要提取的词性，删除单个字的词，删除停用词。

5、最后生成Term Document Matrix(tdm)。

所用到的函数如下：

library(Rwordseg) # 中文分词  
library(tm)  
library(tmcn)  
library(wordcloud)  
library(wordcloud2)  
library(qdap)  
library(stringr)  
library(magrittr)  
library(plotrix) # 金字塔图  
library(dendextend) # 美化层次分类图  
library(RWeka)  
library(RColorBrewer)  
#loadDict()  
  
#VCorpus(list(language= NA)) # 因为语料是中英文混杂的，所以language=NA  
  
### 生成corpus前先对语料做预处理  
  
# 自定义停用词库  
myStopwords <- c(stopwordsCN(), "东西", "不会", "方面", "使用",  
 "需要", "没有", "觉得", "知道", "进行", "得到",  
 "应该", "出来", "部分", "用来", "实现", "适合",  
 "大的", "个人", "提供", "可能", "支持", "完成",  
 "感觉", "能够", "看到", "起来", "不能", "希望",   
 "实际", "利用", "回答", "包括", "例子", "最好",  
 "事情", "不用", "方向", "语言", "一行", "一部分",  
 "一回事", "什么的", "作者", "一句话", "不仅仅是",  
 "意思", "并不是", "另一个", "大多数人", "类似的",  
 "特别是", "越来越多", "不一定", "不可能", "有没有",  
 "特别是", "会不会", "有一天", "有一些", "这就是",  
 "不得不", "看起来", "取决于", "也就是", "能不能",  
 "相当于", "希拉里", "特朗普", "民主党", "共和党",  
 "奥巴马", "这些人", "候选人", "唐纳德", "尤其是",  
 "到时候", "意识到", "每个人")   
  
# 自定义需要的词性，乱码表示搜狗标准词库  
myNature <- c("n","vn","ns","鎼滅嫍鏍囧噯璇嶅簱", "userDefine")   
  
# 插入临时词汇  
ins\_words <- c("特朗普", "川普", "川粉", "川黑", "希粉", "希黑",  
 "希拉里", "维基解密", "阿桑奇", "克林顿", "奥巴马",  
 "政治正确", "白左", "伊万卡", "脱欧", "邮件门")  
insertWords(ins\_words, save = T)  
  
# 生成tdm需要的分词器，限定长度为1  
tokenizer <- function(x){  
 RWeka::NGramTokenizer(x, control = Weka\_control(min=1, max=1))  
}  
  
# 将原始语料转化为向量，每个回答为一个元素  
cre\_vector <- function(data) {  
 data %<>% extract(, "text") %>%  
 str\_replace\_all("[A-Za-z0-9]", "") %>%  
 removePunctuation() %>%  
 stripWhitespace() %>%   
 segmentCN(nature=T) %>% # 分词，并保留词性  
 lapply(function(vec) {   
 vec %<>% extract(names(.) %in% myNature)  
 }) %>% # 筛选名词和词组  
 lapply(function(vec) {   
 vec %<>% extract(nchar(.) >1) # 删去单个字的词汇  
 }) %>%  
 lapply(function(vec) {  
 vec %<>% removeWords(myStopwords)  
 }) %>%  
 lapply(function(vec) {  
 vec %<>% paste(collapse=" ")  
 }) %>% # 把所有的词重新粘在一起，以空格分割，形式上类似英文文本   
 unlist()  
}  
  
# 从vec生成tdm  
vec2tdm <- function(vec) {  
 vec %>% VectorSource() %>%  
 VCorpus(list(language= NA)) %>%  
 TermDocumentMatrix(list(tokenize=tokenizer))  
}

#trp\_vector <- cre\_vector(ans\_of\_trp)  
#trp\_tdm <- vec2tdm(trp\_vector)  
#hlr\_vector <- cre\_vector(ans\_of\_hlr)  
#hlr\_tdm <- vec2tdm(hlr\_vector)

## Including Code

You can include R code in the document as follows:

summary(cars)

## speed dist   
## Min. : 4.0 Min. : 2   
## 1st Qu.:12.0 1st Qu.: 26   
## Median :15.0 Median : 36   
## Mean :15.4 Mean : 43   
## 3rd Qu.:19.0 3rd Qu.: 56   
## Max. :25.0 Max. :120

## Including Plots

You can also embed plots, for example:

![](data:image/png;base64,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)

Note that the echo = FALSE parameter was added to the code chunk to prevent printing of the R code that generated the plot.