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GGF Intellectual Property Policy

All statements related to the activities of the GGF and addressed to the GGF are
subject to all provisions of Appendix B of GFD-C.1, which grants to the GGF and its
participants certain licenses and rights in such statements. Such statements include
verbal statements in GGF meetings, as well as written and electronic communications
made at any time or place, which are addressed to any GGF working group or portion
thereof,

Where the GFSG knows of rights, or claimed rights, the GGF secretariat shall attempt
to obtain from the claimant of such rights, a written assurance that upon approval by
the GFSG of the relevant GGF document(s), any party will be able to obtain the right to
implement, use and distribute the technology or works when implementing, using or
distributing technology based upon the specific specification(s) under openly specified,
reasonable, non-discriminatory terms. The working group or research group proposing
the use of the technology with respect to which the proprietary rights are claimed may
assist the GGF secretariat in this effort. The results of this procedure shall not affect
advancement of document, except that the GFSG may defer approval where a delay
may facilitate the obtaining of such assurances. The results will, however, be recorded
by the GGF Secretariat, and made available. The GFSG may also direct that a
summary of the results be included in any GFD published containing the specificafion.
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Summary of GGF14 and what we’ve done so far.

Introduction of Usecase Repository
Andre Merzky

Discussion :
How to use the UseCase Repository

Future Plans



Summary of GGF14

Explanation of use case document

Examples of Use Cases
GridASP
Multiple In-house System
Wide Area Load Balancing System
Disaster Recovery System
NextGrid




GridASP Authors Satoshi Itoh (AIST)(Japan)

1.2 Abstract/Summary E$

& The GridASP is a utility computing framework for technical computing in
the enterprise.

& The concept of the GridASP is to separate the function of ASP
(Application Service Provider) into three independent providers.
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Multiple In-house System wiacawaetay 5
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Scenario 1-2: Sharing IT resources

Allocating IT resources reduced from other application
systems
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Wide Area Load Balancing System (Miyakawa ﬂﬁL
et a) ¥

What is a wide area load balancing system?

A large scale web site service among several DCs
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Disaster Recovery System (Miyakawa-et al)
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Disaster Recovery System
Web three-tier applications are recovered in another DC.
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NextGrid (G. Lonsdale)

* Financial Applications
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And then.... EEB

Asked for more Use Cases but did not receive any.
We need more critical mass.
One candidate is the Use Case Repository by Andre.

Another is, asking people in the Gridworld demo booth to
try to provide us with some usecases..
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Leadlng the pervasive adoption of grid computing
for research and industry

Andre’s Demo of the Use Case Repository
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Things to discuss (1)

Rules for uploading to the Use Case Repository?

Making it too strict would dissuade the potential
submitters.

On the other hand we would need some consistency
brought by the template.

Who is going to upload? Individual submitters? Or just
the co-chairs + secretary?

Any rules in for SAGA? > Andre?
Any rules for the Community Service? > Craig?

GGF Copyright: should it be included in all the use
cases or would a Copyright placed in the page be
sufficient? =>Matter for tomorrow’s discussion?
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Things to discuss (2)

Possibility of exploiting other WG/RG’s Use
Cases ?
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