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Grid Computing Requirement Guideline

Grid Computing Industrial Guidelines 
Standardization Committee
in AIST/GTRC and INSTAC
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Committee Members
• Leader

– Prof. Yoshio Oyanagi, Kogakuin Univ.
• Vendor

– Fujitsu, Hitachi, IBM, NEC, Oracle, Toshiba Solution
• Integrator

– SCS, NS Solutions
• User firm

– Mazda (Auto), Novartis (Pharma), Kajima (Const.),
First Riding Technology (Data Center)

• Academic and Government
– AIST, Kogakuin Univ., RIKEN, NII
– METI, INSTAC(JSA)

JSA: Japanese Standards Association
INSTAC: Information Technology Research and Standardization Center
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Outputs
• Modeling of Grid Systems

– Players of Grid Systems (Supplier /Consumer)
– Provided Objects in Grid Systems
– Relationship between Roll of players and Provided Objects
– Phase Transition of Provided objects
– Management of Grid Systems

• Examples of Grid Systems and the requirements
– In-house technical computing grid (Computing grid)
– In-house technical computing grid (PC grid)
– Academic collaborative grid (Computing grid)
– Commercial data center grid (Business computing grid)
– Commercial data center grid (Commercial storage service)

• Requirement Guideline
( Now we are developing it )
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Players of Grid Systems 

• Supplier and Consumer

• Broker (Mediator) = Consumer & Supplier

Resource

Supplier

Resource

Supplier

Broker Consumer
Provided Object
(resource) Provided Object

Resource

Supplier

Resource

Supplier

Consumer Supplier Consumer
Provided ObjectProvided Object

(resource)

Individual relationship is
Supplier and Consumer

Provided
Object

Supplier Consumer
Provided
Object
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Provided Objects in Grid System
M

anagem
ent, S

ecurity

Services, Portal systems, ERP/CRM application

Database, Web server, Application server, 
Virtualized file systems, overlay network

SAN、NAS、HSM Servers, Blades,
etc.

Switches, Routers,
Firewall dev., VPN 
dev.

File Systems OS （Windows, 
Linux, etc.）

IP, TCP, UDP, etc.

Forth Layer
Application &

Service

Third Layer
Platform

Second Layer
OE / Operating

Environment

First Layer
Physical 

Environment

Storage Compute Network
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Roll of the player and Provided object

End user’s environment

Grid System

“system user”

“system 
operator”

“system 
integrator”

“product 
vendor”

“external grid 
system provider”

Determination 
of specification 
and 
management of 
the grid system

Providing the 
external grid system

Providing 
the product

Use of grid 
system

Builing the grid 
system

SLA of the  
“provided object”

Specification of 
the grid system

Specification 
of the product

SLA of the 
“provided object”

Specification of the 
“provided object”

End user

End user’s environment

Product license specification

M
anagem

ent, S
ecurity

Services, Portal systems, 
ERP/CRM application
Database, Web server, 
Application server, Virtualized file 
systems, overlay network

SAN、NAS、
HSM

Servers, 
Blades,
etc.

Switches,
Routers,
Firewall dev.,
VPN dev.

File 
Systems

OS 
（Windows, 
Linux, etc.）

IP, TCP, 
UDP, etc.

Storage Compute Network
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Roll of players
”system user”
• User (or organization) who uses the grid system provided by 

“system operator”
”system operator”
• Provider who provide the grid system to “system user”
“system integrator”
• Integrator who build the grid system according to the specification 

created by “system operator”
“product vendor”
• Vendor who provide products which is required to build the grid 

system
“external grid system provider”
• The grid system may include an external grid system operated by 

other organization. “system operator” who provides the external grid 
system

“end user”
• User who uses the forth layer of the grid system and who do not 

provide anything to other users
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Examples of 
Grid systems and requirements
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Examples of Grid systems
– In-house technical computing grid (Computing 

grid)
– In-house technical computing grid (PC grid)
– Academic collaborative grid (Computing grid)
– Commercial data center grid (Business 

computing grid)
– Commercial data center grid (Commercial 

storage service)
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In-house technical computing grid 
(Computing grid)

• A company owns and integrates computer systems 
those are exclusively used for the technical computing

管理ノード

計算機システム１ 計算機システム２

演算ノード 演算ノード

演算ノード 演算ノード

利用者 利用者

ポータル

管理ノード

演算ノード 演算ノード

演算ノード 演算ノード

グリッドミドルウェア

Management
Node

Computer
system1

計算機システム２

Computing
node

Computing
node

Computing
node

Computing
node

User User

Portal

Management
Node

Grid Middleware

In-house

Computer
system2

Computing
node

Computing
node

Computing
node

Computing
node
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In-house technical computing grid (PC grid)

• A company involves idle CPU cycle of PC or CAD 
workstation to the grid system for technical computing

PC grid server waits for job 
inquiry from desktop

Job submission

Some job may be 
submitted to exclusive 

computer system
Desktop download job 

data and execute it

Jobs for PC Grid 
are scheduled to 
PC grid servers

PC Grid Server



12

Academic collaborative grid
(Computing grid)

• Multiple Universities and Laboratories provide and share 
the resource (computer system and data) for the sake of 
academic collaboration

Virtual organization (VO) 1 Virtual organization (VO) 2

Org. 1 Org. 2 Org. 3 Org. 4

Grid System

Org. A Org. B Org. C

Computer
Storage

Computer
Storage

Computer
Storage
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Commercial data center grid
(Business computing grid)

• Required resources are 
extracted from resource 
pool and allocated to the 
business application system

• Efficiency of operation and 
management of the 
business system is 
improved

End User

Consumer

Supplier

Customer’s company

Commercial Data center

Web 
server

DNS
server

AP
server

DB
server

VPN

Router

Router

Firewall

Firewall

FirewallFirewall

Router

Management network

Network (outside) Network (inside)

Grid 
Management
server

Grid 
Management
server
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Commercial data center grid
(Commercial storage service)

• Required resources are extracted from storage resource 
pool and allocated to the business application system

Storage pool

（A）storage grid infrastructure

i-SCSI NFS CIFS

インターネットInternet

Storage pool

（B） Storage service

End user access interface

Business system 1

End user

End user

Business system
manager
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ストレージコンピューティング ストレージネットワーク

NFS
サービス

第４層 : DBMS クライアントツール, 各種UI(GFarm),
各種 shell, 各種ブラウザ

第３層: 各種DBMS, GFarm, Web サーバ, etc...
第２層: ufs, ext2, NTFS, NFS, CIFS 

OS kernel の一部として提供
第１層: iSCSI

コンピューティング ストレージネットワーク

NFS
Ｉ／Ｆ

第1層

第2層

第3層

第4層

ストレージ基盤グリッド
利用者

ストレージ基盤グリッド
提供者

iSCSI
Ｉ／Ｆ

Provided object
in commercial storage service

• The environment for the 2nd layer of storage is provided 
by commercial data center

Commercial storage service
Supplier

Commercial storage service
Consumer

The 4-th Layer

The 3-rd Layer

The 2-nd Layer

The 1-st Layer

network compute storage network compute storage

The 4-th layer: DBMS client tool, User Interface, shell, browser
The 3-rd layer: DBMS, Gfarm, Web server, etc…
The 2-nd layer: ufs, NTFS, NFS, CIFS, a part of OS kernel
The 1-st layer: iSCSI
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Example of description of requirements
“System User”
• Information of Provided object 

– Information of "provided object", such as configuration and performance, is informed to 
"system user".

– Usage record of "system user" is informed to the "system user" and is not informed to the 
other "system user".

• Use of Provided object
– Unified interface to "provided object" is provided.
– Status of the Application/Service which "system user" uses is informed to the "system user"

• Security
– Single Sign on is available to the multiple "provided objects"

“System Operator”
• Management of the system 

– "system operator" can monitor the status of "provided object" through the easy interface
– "provided object" is operated through the unified interface

• Information of Provided object
– Usage record of "system user" is obtained by "system operator".

• Management of the application/service
– "system operator" can start (and stop) the application/service
– Multiple applications/services which runs on the same resource (server) do not affect each 

other
– Applications/services of "system users" can be prioritized

• Security
– Application program and data is protected from other "system users"
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In-house
technical
computing
grid

Academic
collaborativ
e
computing

etc.

Category Issues Requirement
Information of "provided object", such as configuration and
performance, is informed to "system user".

necessary necessary

Usage record of "system user" is informed to the "system user"
and is not informed to the other "system user".

necessary necessary

Unified interface to "provided object" is provided. necessary necessary
Status of the Application/Service which "system user" uses is
informed to the "system user"

necessary necessary

:
Security Single Sign on is available to the multiple "provided objects" preferable preferable

"system operator" can monitor the status of "provided object"
through the easy interface

necessary necessary

"provided object" is operated through the unified interface necessary necessary
:
Usage record of "system user" is obtained by "system
operator".

necessary necessary

:
"system operator" can start (and stop) the application/service necessary necessary
Multiple applications/services which runs on the same resource
(server) do not affect each other

necessary necessary

Applications/services of "system users" can be prioritized necessary necessary
Application program and data is protected from other "system
users"

necessary necessary

Unified ID management is done preferable preferable
User certificate issued by policy managed CA is used N/A necessary

Network
Bandwidth of the network between "end user" and "provided
object" is enough high

necessary necessary

Information of
Provided object

Management of
the
application/ser
vice

Security

User's
point of
view

Operator'
s point of
view

Information of
Provided object

Use of
Provided object

Management of
the system

Requirement Guideline for Grid Systems

This part is the “requirements Guideline”

Sample description of the requirement for typical grid systems


