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1. Introduction   

Optical networking for the Grid computing is an attractive proposition offering huge 

amount of affordable bandwidth and global reach of resources [1]. Currently, Grid 

computing using optical network infrastructure is dedicated to a small number of well 

known organizations with extremely large jobs (e.g. large data file transfers between 

known users or destinations [1]. Due to the static or semi-static nature of this type of 

Grids, long-lived wavelength paths between clients and Grid resources with centralized 

job management strategies are usually deployed (Lambda Grids). This type of Grid 

networking relies on carrier provision of optical network resources while the Grid users 

have no visibility of the lambda infrastructure. In other words, the Grid user is not able to 

setup paths over the optical Grid network.  

 

As Grid applications evolve, the need for user controlled network infrastructure is 

apparent in order to support emerging dynamic and interactive services. Examples of 

such applications may be high resolution home video editing, real-time rendering, high-

definition interactive TV, e-health and immersive interactive learning environments. 

These applications need infrastructures that makes vast amount of storage and 

computation resources potentially available to a large number of users. Key for the future 

evolution of such networks is to determine early on the technologies, protocols, and 

network architecture that would enable solutions to these requirements.  

 

In an attempt to address this problem, in this draft novel network paradigms and solutions 

based on the optical burst switching are discussed. 

2. Optical burst switching, a realistic technology for Grid 
networking 

Optical burst switching (OBS) is a promising technology for the future networks where 

the bandwidth needs to be accessible to users with different traffic profiles. The OBS 

technology combines the advantages of optical circuit switching and optical packet 

switching [2]. An optical burst is usually defined as a number of continuous packets 

destined for a common egress point. The burst size can vary from a single IP packet to a 

large data set at milliseconds time scale. This allows for fine-grain multiplexing of data 

over a single wavelength and therefore efficient use of the optical bandwidth through 

sharing of resources (i.e. light-paths) among a number of users. The fundamental premise 

of OBS technology is the separation of the control and data planes, and the segregation of 

functionality within the appropriate domain (electronic or optical). Prior to data burst 

transmission a Burst Control Packet (BCP) is created and sent towards the destination by 

an OBS ingress node (edge router). The BCP is typically sent out of band over a separate 

signalling wavelength and processed at intermediate OBS routers. It informs each node of 

the impending data burst and setup an optical path for its corresponding data burst. Data 

bursts remain in the optical plane end-to-end, and are typically not buffered as they 

transit the network core. The bursts’ content, protocol, bit rate, modulation format, 

encoding are completely transparent to the intermediate routers. The main advantages of 

the OBS in comparison to the other optical networking schemes are that: a) unlike the 

optical wavelength switched networks the optical bandwidth is reserved only for the 

duration of the burst; b) unlike the optical packet switched network it can be bufferless.  
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The OBS technology has the potential to bring several advantages for Grid networking:  

• Native mapping between bursts and Grid jobs: the bandwidth granularity offered 

by the OBS networks allows efficient transmission of the user’s jobs with 

different traffic profiles  

• Separation of control and data plan: this allows all-optical data transmission with 

ultra-fast user/application-initiated light-path setup 

• Electronic processing of the burst control packet at each node: this feature can 

enable the network infrastructure to offer Grid protocol layer functionalities (e.g. 

intelligent resource discovery and security) 

2.1 Specific implementations 

2.1.1 OBS for consumer Grid applications 

For the average home user today, the network cannot sustain Grid computing. With a 

home access bandwidth of only a few Mbps, to at most 100 Mbps download speeds, and 

an order of magnitude smaller upload speeds, transmission of jobs would simply take too 

long. However, if the current trend holds and bandwidth availability (doubling each year) 

keeps growing faster than the computing power (at most doubling every 18 months) of an 

average end user, tapping into the Grid at home becomes viable. 

 

Let us assume that in such a future Grid, home users are connected through a symmetrical 

access link offering a bandwidth of about 2.5 Gbps (in the optical range). While this kind 

of bandwidth is certainly not readily available to end-users at the time of writing, 

extrapolation of past trends shows that within 15 years such an evolution can be 

expected. Indeed, a typical broadband connection offers around 4 Mbps download speeds 

and 512 Kbps upload speeds. This means download bandwidth will have reached 2.5 

Gbps within the next 10 years, and the same upload bandwidth will be available within 

15 years. In analogy, if computational capacity doubles every 18 months, an increase in 

high-end desktop PC performance with a factor in the order of magnitude 210 should be 

envisaged. The resulting processing power will offer the possibility to process extremely 

demanding applications (by today's standards) on an ordinary desktop PC. However, as 

we will show, it is reasonable to assume that application demands will experience a 

similar increase in their requirements, making it unfeasible to execute them locally. The 

needed aggregate power for these applications is drawn from the Grid, where end users 

share their otherwise idle resources (most desktop computers have a low average 

processing load) and commercial providers offer dedicated computing farms (with a 

processing power comparable to that of hundreds or thousands of desktop PCs). This 

means that in this future Grid, a large user base will have direct access to a vast pool of 

shared resources as access bandwidth catches up with processing power. 

 

In what follows we present some typical application requirements and their impact on the 

underlying Grid system, indicating that existing Grid infrastructures will fail to cater for 

their needs. A first application example comes from the area of multimedia editing; video 

editing applications are widely adopted, and allow users to manipulate video clips, add 

effects, restore films etc. Advances in recording, visualization and video effects 
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technology will demand more computational and storage capacity, especially if the 

editing is to be performed within a reasonable time frame (e.g. allowing user feedback). 

 

More specifically, 1080p High Definition Television (HDTV) [3] offers a resolution of 

1920x1080, which amounts to about 2 MPixel per frame. Suppose now that a user would 

like to evaluate an effect for 10 different options, where applying an effect requires 10 

floating-point operations per pixel per frame. It follows then that processing a 10 second 

clip (25 fps) already requires over 50 GFlop. This will take about 0.5 s to complete 

locally (we assume local processing power is 100 GFlops), while execution on a 

provider's resource should only take 5 ms (assuming the capacity of providers is a factor 

100 higher). Transmission time of 10 s of compressed HDTV video (bitrate 20 Mbit/s or 

a 25 MB filesize) on a 2.5 Gbit/s access link is 80ms. While the 2.5 Gbps is likely to be 

realized through optical technologies, it is unfeasible to assume that each end user is 

allowed to set up end-to-end wavelength paths for each multimedia editing operation. 

Indeed, unless wavelength path set-up times were to decrease sharply (currently in the 

range of 100 ms), the use of optical circuit switching (OCS) would waste a considerable 

amount of network resources and one would have to devise a mechanism able to handle 

path set-up and tear-down requests from vast amounts of users. 

 

A second application example is the online visualization of (and interaction with) a 

virtual environment. Virtual environments are typically made up of various objects, 

described by their shape, size, location, etc. Also, different textures are applied on these 

objects. A user should not only be able to visualize selected scenes in the environment by 

adjusting his viewing angle, but should also be able to interact with the rendered objects. 

Usually the description of a scene can be realized in limited storage space, the size of a 

texture being limited to a few kilobytes. Thus a scene can be stored in a rather small 

storage space, typically around a few Megabytes. However, rendering the scene is a 

different problem altogether; if we demand a performance of 300 million polygons per 

second, computational capacities as large as 10000 GFlops are required [4]. Clearly, the 

rendering of these scenes, preferably in real-time, is unfeasible using only local 

resources. Suppose a user has at its disposal an archive of different scene descriptions, 

with a requested frame rate of 25 frames per second. This amounts to a latency smaller 

than 40 ms between the submission of the scene description, and the actual displaying of 

the scene. Assuming a scene is 2.5 MB in size, we obtain a transmission time of only 8 

ms per frame (excluding overhead); this leaves us with about 30 ms for processing and 

retransmission of the final rendering, which should be possible with the given capacities 

of the (local) resource providers. Considering the delay associated with setting up an 

optical circuit, OCS can only be used when a user employs the same resource, hereby 

severely limiting the flexibility of the Grid concept. On the other hand, the lack of 

adequate QoS in the standard IP protocol makes it near-impossible to meet the strict real-

time constraints. 

 

When looking at the requirements of Grid technology for consumer applications, the 

following conclusions can be drawn: 
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The current network solutions (OCS for computational and through the current internet 

for peer-to-peer) unsuited for providing Grid access to everyone. The dedicated 

infrastructure will be too wasteful and inflexible, while the request/grant based 

architecture with electronic management of Grid resources will be too complex.  

 

To overcome these problems, a new infrastructure will be required. There is no doubt that 

these will be based on optics, in particular OBS based architecture will be well suited to 

the task: low processing, with high resource utilization and simple control. 

 

2.1.2 Contribution from (Fujitsu Laboratories, Japan) to be added 

3. Control plane and signalling for Grid-OBS  

The utilization and improvement of the GMPLS control plane (i.e., routing and signalling 

protocols) allows Grid-OBS to provision Grid application with the required QoS. The 

GMPLS control plane would contribute not only on improving Grid-OBS resilience but it 

will indeed impact Grid-OBS ability of providing QoS connectivity. Currently deployed 

optical networks are still based on permanent and semi-permanent optical connections 

terminated at each network node by optoelectronic transponders. Because of their high 

cost, fixed bit data rate, and fixed protocol data format, optoelectronic transponders limit 

the network evolution. Novel emerging technologies, such as Optical Burst Switching 

(OBS), can boost the network evolution from the technological viewpoint by allowing the 

introduction of all-optical sub-networks at whose edges optical data signals undergo 

optoelectronic conversion.  

 

High performance applications, such as several Grid applications, may significant benefit 

from the introduction of advanced network features provided by OBS networks, e.g. data 

transparency at extremely high bandwidth. For some Grid applications however, there is 

the need for all bursts to travel the same route through the network. These applications 

are particularly sensitive to jitter and out-of-order delivery of packets. In these cases the 

setup of persistent routes can guarantee the required level of Quality of Service (QoS). 

Persistent OBS connections require a session declaration separated from the cross-

connect setup phase and the data burst transmission phase.  

 

During the session declaration phase the routing decision is taken for the burst data flow 

and an identifier (or label) is associated to the flow in such a way that every burst 

belonging to that flow is treated in the same way from source to destination.  

 

The cross-connect setup phase refers to the signaling messages that travel out-of-band 

ahead of the data burst. These messages notify how to configure the switch for the 

incoming burst (explicit or estimated setup/release).  

 

Data burst transmission phase refers to the transparent flow of optical data bursts.  

 

The management of persistent connection in OBS networks however seems to have many 

similarities to connection setup and data forwarding in Generalized Multi-Protocol Label 

Switching (GMPLS) networks, where every data packet is characterized by a label 
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defined during the initial path setup phase. Because of the flexible structure that 

characterizes the GMPLS protocol suite, GMPLS seems to be a qualified candidate to 

incorporate the aforementioned OBS session declaration phase.  

 

3.1 Connection Setup Mechanisms 

• Signaling 

In most OBS variants, the signaling of connections is accomplished using a one-way 

signaling scheme whereby the burst is transmitted after an offset without any knowledge 

of whether the optical path has been successfully established end-to-end.  Therefore it is 

possible that a burst may be lost if the control packet is not able to reserve resources at 

any of the OBS nodes along the burst’s path. The OBS network, however, does not 

retransmit lost bursts as this is left to the upper network layers. Note also that it is very 

important that the offset is calculated correctly. If the offset is too short then the burst 

may arrive at a node prior to the control packet and thus be lost. On the other hand, 

offsets that are too long reduce the throughput of the end-device 

 

• Routing 

An OBS network needs an effective routing algorithm.  One approach is to route the 

control packets on a hop-by-hop basis, as in an IP network, using a fast table look-up 

algorithm to determine the next hop. The second approach is to use the multi-protocol 

label switching (MPLS) techniques.  In MPLS, a packet is marked with a label, which is 

used to route the packet through the network. At each node, the label of an incoming 

packet is looked up in a table in order to obtain the destination output port and a new 

label valid on the next hop. A third routing approach is to use the constrained-routing 

version of MPLS, which can be used to explicitly setup routes. This explicit routing is 

very useful in a constrained-based routed OBS network, where the traffic routes have to 

meet certain Quality of Service (QoS) metrics such as delay, hop-count, BER or 

bandwidth. 

 

• Wavelength Allocation 

As in any other type of optical network, each OBS network has to assign wavelengths at 

the different WDM fibers along the burst route. This wavelength allocation in OBS 

depends on whether or not the network is equipped with wavelength converters, devices 

that can optically convert signals from one wavelength to another. In an OBS network 

with no wavelength converters, the entire path from the source to the destination is 

constrained to use the same wavelength.  In an OBS network with a wavelength 

conversion capability at each OBS node, if two bursts contend for the same wavelength 

on the same output port, then the OBS node may optically convert one of the signals from 

an incoming wavelength to a different outgoing wavelength. Wavelength conversion is a 

desirable characteristic in an OBS network as it reduces the burst loss probability, 

however it is still an expensive technology.  An OBS network will most likely be sparsely 

equipped with wavelength converters, i.e., only certain critical nodes will have that 

ability. 

 

• Pre-transmission Offset Time 
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An OBS user first transmits a control packet and after an offset time it transmits the burst. 

This offset allows the control packet to reserve the needed resources along the 

transmission path before the burst arrives. Furthermore, the OBS nodes need this offset 

time to set up their switching fabrics so that the data burst can ``cut-through'' without the 

need for any buffers. Ideally, the offset estimation should be based on the number of hops 

between the source and the destination and the current level of congestion in the network. 

Obviously, an incorrect offset estimation would result into data loss because the burst 

may arrive at an OBS node before the optical cross-connect has been completely set up.  

Therefore, determining this offset is a key design feature of all OBS networks and its 

effectiveness is measured in terms of the burst loss probability. There are variations in the 

OBS literature on how exactly to determine the pre-transmission offset time and how to 

reserve the needed resources at the core OBS nodes.  Despite their differences, however, 

all of the proposed OBS architectures have a dynamic operation, which results in high 

resource utilization and adaptability. 

 

• Scheduling of Resources: Reservation and Release  

Upon receipt of a control packet, an OBS node processes the included burst information 

and allocates resources in its switch fabric that will permit the incoming burst to be 

switched out on an output port toward its destination. The resource reservation and 

release schemes in OBS are based on the amount of time a burst occupies a path inside 

the switching fabric of an OBS node.   

  

There are two OBS resource reservation schemes, namely, immediate reservation and 

delayed reservation. In the immediate reservation scheme, the control unit configures the 

switch fabric to switch the burst to the correct output port immediately after it has 

processed the control packet. In the delayed reservation scheme, the control unit 

calculates the time of arrival tb of the burst at the node, and it configures the switch fabric 

at tb. 

 

There are also two different resource release schemes, namely, timed release and explicit 

release. In the timed release scheme, the control unit calculates when the burst will 

completely go through the switch fabric, and when this time occurs it instructs the switch 

fabric to release the allocated resources. This requires knowledge of the burst duration. 

An alternative scheme is the explicit release scheme, where the transmitting end-device 

sends a release message to inform the OBS nodes along the path of the burst that it has 

finished its transmission. The control unit instructs the switch fabric to release the 

connection when it receives this message. 

 

Combining the two reservation schemes with the two release schemes results in the 

following four possibilities: immediate reservation/explicit release, immediate 

reservation/timed release, delayed reservation/explicit release and delayed 

reservation/timed release.   

 

• Limited Buffering Using Fiber Delay Lines 

One of the main design objectives for OBS is to build a bufferless network, where the 

user data travels transparently as an optical signal and ``cuts-through'' the switches at 
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very high rates.  Bufferless transmission is important to OBS because electronic buffers 

require optical-to-electronic-to-optical conversion, which slows down the transmission, 

and optical buffers are still quite impractical.  In fact, as of today, there is no way to store 

light and so the only possible optical buffering is to delay the signal through very long 

fiber lines.  Fiber delay lines (FDLs) can potentially improve the network throughput and 

reduce the burst loss probability.  In the presence of FDL buffers, the OBS reservation 

and release schemes have to be revised.  In addition to scheduling the wavelengths at the 

output ports, the OBS nodes also have to manage the reservation of their available FDL 

buffers. 

 

• Variations on Burst Dropping 

Most of the OBS literature specifies that if all the resources are occupied at the moment 

of the burst arrival then the entire data burst is lost. An interesting OBS variation, is to 

divide each burst into multiple segments and in the case of resource contention, instead of 

dropping the entire burst, either the head or the tail segment is deflected to an alternative 

route to the destination. 

 

• Classes of Traffic 

In an OBS network, the filtering of upper layer data and the assignment of classes to 

bursts will occur at the edge of the network during the burst assembly process.  In order 

to minimize the end-to-end delay of the high priority traffic, the burst assembly algorithm 

can vary parameters such as the pre-set timers or the maximum/minimum burst sizes.  

However, selecting the values for these parameters is a difficult task because of the 

throughput interdependency between the different classes of traffic. Here are some of the 

proposed solutions: 

a) Classes Based On Extended Offsets: The higher priority traffic is assigned a 

longer offset between the transmission of its control packet and its corresponding 

data burst. The burst blocking probability decreases as the offset time increases.  

One of the main constraints of this scheme is the maximum acceptable upper 

layer delay, i.e., certain high priority applications cannot tolerate long pre-

transmission offsets. 

b) Classes based on the Optical Signal Properties and Preemption: This scheme is 

based on the physical quality of the optical signal such as the maximum 

bandwidth, the error rates, the signal to noise ratio and the spacing between the 

different wavelengths.  These parameters are included in the control packets.  A 

connection is established only if all of these requirements can be met, possibly 

using a constrained-based routing algorithm. In addition to the intrinsic physical 

quality, it is possible to implement priorities based on a preemption mechanism, 

where a lower priority burst, which is in the process of being transmitted, can be 

preempted by a higher priority one.  

 

• Multicast 

In OBS, as in wavelength-routed networks, the multicasting is achieved through light 

splitting, which inherently results in signal losses. Therefore, there is a limit on the 

number of times the signal can be split and the number of hops it can traverse.  In 

addition, the multicasting in all WDM network is tightly coupled with wavelength 
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allocation and is greatly dependent on the availability of wavelength converters.  It is 

important to note, however, that the dynamic nature of OBS makes it suitable for optical 

multicasting because the resources of the multicast tree are reserved on a per-burst-basis. 

 

3.2 QoS provisioning in Grid-OBS networks  

The aim of this section is to evaluate benefit and limits of the OBS session declaration 

phase managed using GMPLS and to investigate the requirements and the extensions that 

should be introduced into the GMPLS protocol suite. In particular ReSerVation Protocol 

with Traffic Engineering extensions (RSVP-TE), Link Management Protocol (LMP) and 

Open Shortest Path First with TE extensions (OSPF-TE) protocol require new objects and 

procedures, such as new properly formatted label, new interface switching capability 

descriptors and proper routing and signaling procedures to allow Grid applications to 

exploit the benefit of the emerging powerful OBS technology. 

 

Optical networks have been identified as the network infrastructure that would enable the 

widespread development of Grid computing, i.e. global Grid computing. However just 

offering large bandwidth connections is not sufficient for the requirements of Grid 

computing applications. Thus not Optical Networks but Intelligent Optical Networks 

must be considered as the suitable network infrastructure for global Grid computing. 

Intelligent Optical Networks, i.e. optical networks equipped with the Generalized 

Multiprotocol Label Switching (GMPLS) protocol suite, are able to dynamically adapt to 

both network and applications changes to satisfy the Grid computing application 

requirements. Intelligent optical networks are also able to offer different optical 

bandwidth granularities. Indeed while wavelength routed optical network research is 

already tackling its advanced issues, Optical Burst Switching (OBS) is gaining 

momentum in the optical network research field. OBS is able to offer finer optical 

granularity connectivity service to Grid computing applications than wavelength-routed 

networks. This would allow users to pay just for what they need for running their 

applications. Indeed, while applications that need to move large amount of data, e.g. data 

Grids, might require the entire bandwidth offered by all-optical connections, i.e. light 

paths, other applications would just require fraction of the bandwidth. OBS represents the 

solution for providing Grid computing applications with the fraction of bandwidth they 

need while maintaining the protocol transparency advantages of wavelength routed 

networks. Thus by offering both wavelength routed, OBS, connectivity services the 

optical network infrastructure would allow not only users to pay what they asked for but 

also optical network service connectivity providers to better optimize their network 

utilization. 

 

However different bandwidth granularities cannot be the only service offered by 

Intelligent Optical Networks. In particular Grid computing applications pose strict 

constraints on delay and delay jitter. Thus, at each granularity (i.e., wavelength routed, 

OBS), Intelligent Optical Network connectivity services must guarantee the suitable 

quality of service (QoS) considering also delay and delay jitter constraints. In addition, 

connectivity service differentiation must be guaranteed within each connection 

granularity. On the one hand guaranteeing connectivity service differentiation at the 
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lightpath granularity appears to be achievable through the utilization of GMPLS protocol 

extensions for traffic engineering . On the other hand guaranteeing QoS of service at the 

OBS granularity is still matter of thorough research. In particular the synergy between 

GMPLS with traffic engineering extension control plane with OBS protocols appears to 

be necessary. 

 

Finally another important issue to be addressed is the matchmaking of the application 

requirements to the connectivity services. For example, applications requiring a fraction 

of lightpath bandwidth, thus suitable for OBS, but requiring stringent constraints on delay 

and delay jitter might be better served by over provisioning them with a lightpath than 

utilizing for them an OBS connection. 

 

Quality of Service (QoS) support for GRID Applications requires several characteristics 

referring to different elements such as networks, CPUs and storage devices. Typical 

network requirements are: end-to-end delay the traveling packet time from the sender to 

the receiver, delay jitter the variation in the end-to-end delay of packets between the same 

node pair, throughput (i.e., bandwidth) the rate at which the packets go through the 

network and packet loss rate  the rate at which the packets are blocked, loss or corrupted 

[5,6]. Optical Burst Switching (OBS) networks will be able to satisfy GRID Applications 

high bandwidth requirements combining the strengths of both Wavelength Routed (WR) 

and Optical Packet Switching (OPS) networks, moreover several approaches for QoS 

provisioning in OBS networks have been proposed in the literature. The main aim here, is 

to provide relative service differentiation with regards to packet loss probability, 

nevertheless they are based on relative QoS model in which the service requirements for 

a given class of traffic are defined relatively to the service requirements of another class. 

It is possible to distinguish in: 

 

• Offset-based schemes [7,8] that introduce an extra-offset time between control 

burst (CB) and data burst (DB) to differentiate bursts in several service classes. 

These technique have been proposed utilizing Just-Enough-Time (JET) protocol 

in buffer-less OBS networks, and it has been proved that, opportunely setting the 

extra-offset time (the higher priority, the higher extra-offset time), high class 

bursts loss rate can be independent from lower classes traffic. The main drawback 

of these schemes is represented by the aware increase of end-to-end delay for high 

priority burst. 

• Strict priority schemes [9 ], minimize high priority bursts loss rate allowing them 

to preempt reservations of lower priority bursts. Therefore a specific burst can be 

only blocked by reservations of higher class bursts or in-going transmission of 

lower priority bursts, in this case the end-to-end delay is proved to be less with 

respect to offset-based schemes, but the lower class burst loss rate is still strongly 

dependant on the higher priority traffic as in offset-based schemes.  

• Segmentation-based schemes [ 10 , 11 ] avoids bursts collisions in core nodes 

providing preemptive high class bursts combined with low class bursts 

segmentation and deflection. In particular when a contention occurs, lower class 

contending burst is divided into multiple segments and only overlapping segments 
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are dropped or deflected. This approach can decrease low priority bursts loss rate 

but it significantly increases the physical layer architecture. 

 

Other schemes propose to differentiate bursts classes allowing each class to utilized 

different network functionalities (e.g, extra-offset, wavelength conversion, deflection 

routing) considering class specific QoS requirements [12]. The usefulness of end-to-end 

re-routing with respect to deflection routing is investigated in [13], it improves network 

throughput reducing nodes congestion and decreases delay jitter avoiding unpredictable 

delays typically introduced by deflection routing; moreover end-to-end re-routing is able 

to more efficiently provide network resilience in case of node or link failures. 

Other proposal for OBS networks [14,15,16,17], aim to provide quantitative QoS 

guarantees with regard to packet loss rate, worst case end-to-end delay and throughput. 

These kind of QoS schemes seems to be more suitable to be applied in a Grid 

environment where each application needs specific QoS requirements. Proportional QoS 

schemes are proposed in [14,15], to adjust the service differentiation of a particular QoS 

metric to be proportional to particular weights that a network service provider can set; 

these schemes feature in advance discard of lower class optical bursts. In [16] an early 

dropping mechanism, which probabilistically drops lower class bursts, and a wavelength 

grouping mechanism, which provisions necessary wavelengths for high class busts are 

proposed. In [17] a possible architecture to provide quantitative QoS guarantees with 

respect to worst case end-to-end delay, throughput, and packet loss probability in buffer-

less Labeled OBS networks is proposed. In particular [17] shows that deploying fair 

scheduling algorithms in both the data plane of the edge nodes and the control plane of 

core nodes it is possible to support a wide range of service guarantees with regards to 

throughput, end-to-end delay and packet loss probability.  

 

In conclusion there are different ways to provide QoS in OBS networks, the key issues in 

providing QoS for Grid applications is to understand the requirements for each specific 

application and find out the right strategy to quantitatively provide them. 

 

Providing Grid computing applications with resilient connectivity appears one of the QoS 

requirements of increasing importance. In addition maintaining, even upon failure 

occurrence, QoS differentiation among the connections utilized by the applications, i.e. 

differentiated resilience (reliability), is required. Resilience in OBS network has just 

started to be addressed by the optical network community [18,19]. In general OBS 

dynamic routing, on which hop-by-hop OBS routing is based, is able to overcome “by 

nature” network failure. However because of the high recovery time [18,20], mainly due 

to the routing table updates [21], dynamic OBS rerouting is not able to guaranteed the 

required QoS. 

 

Already proposed pre-planned global rerouting based on Labeled Optical Burst Switching 

has shown to be promising for balancing the network load and recovery bursts after a 

physical network kink failure [ 22 ]. However resilient schemes based on deflection 

routing have shown the ability of improving the performance, in terms of burst blocking 

probability, of resilient schemes based on global routing updates during the failure 

recovery phase.  In both cases the utilization of schemes based on traffic engineering 
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extensions to GMPLS already developed for wavelength routed network might help in 

improving OBS network performance, in terms of burst loss probability, upon failure 

occurrence[19]. Previously proposed schemes are based on proposed extensions to 

routing and signaling protocols of the GMPLS protocol suite. Therefore routing and 

signaling protocols are also important for Grid-OBS resilience. 

 

For example a better choice for the deflection path taken by the bursts involved in the 

failure can be obtained by utilizing a weighted stochastic approach, such as the one 

utilized in [19]. The approach proposed in[19] represents a scheme fairly simple to be 

implemented applicable to both local and global rerouting. In addition failure notification 

based on RSVP-TE signaling might improve failure notification time. 

 

The main issue in utilizing resilient schemes already proposed for wavelength routed 

network consists in the different dynamic characteristics of OBS and wavelength routed 

networks. Indeed OBS network parameters, such as load, change much more quickly that 

the correspondent ones in wavelength routed network. A possible solutions therefore 

would be to apply schemes typical of OBS in the short time scale and periodically 

improving their performance by changing their behavior through the feedback obtained 

by wavelength routed alike resilient schemes. 

 

3.3 Constrained based routing incorporated in the OBS control  

The OBS routing protocols offer the opportunity to take into consideration the physical 

layer characteristics of the network infrastructure as part of the routing algorithm and the 

Grid service offering. In addition to the information relating to the traditional Grid 

resource characteristics, physical layer characteristics (i.e. chromatic dispersion, 

polarization mode dispersion, amplifier gains, amplifier noise, launch power level, span 

length, loss of a pan and node, crosstalk levels) will be considered.  

 

Based on these parameters information, carried by the burst control packet, a set of 

available Grid and network resources can be identified by the OBS routers. These costs 

will be taken into account when finding the possible paths to establish the Grid services 

as and when required across the network. The Grid service will be established across the 

path that satisfies the service policy requirements in terms of all critical parameters 

specific to the requested service. This is a novel way of implementing user controlled 

constrained based routing across the two network domains (Grid and optical).  

3.4 specific implementation of control plane 

3.4.1 Control plane issues for consumer Grid application  

• When looking at the requirements of Grid technology for consumer applications, 

the following conclusions can be drawn: 

• It is economically unsound to build a dedicated network for each application. 

Although there exist several high bandwidth and computationally intensive 

applications, constructing a seperate network to which individual users connect, 



Draft-ggf-ghpn-OBS-0 Informational Track May 2005 

    

 14 

seems unrealistic. The current convergence of phone, television and data networks 

(“triple play”) clearly proves this point. 

• Grid service requests will be, in most cases, highly unpredictable, implying a 

dedicated, static infrastructure is not the most efficient solution. 

• The sheer potential volume of requests makes electronic processing highly 

complex. In other words, we need to simplify intelligence in the network as much 

as possible, as well as use optics wherever appropiate to deal with the huge 

bandwidth requirements. 

• In many cases, the transmission times (job sizes) will be rather short (few 100 µs 

to tens of ms). This means that using end-to-end circuit switched connections will 

prove to be too wasteful, as the holding time of a wavelength path will be too 

small compared to its setup time. Real time applications place even further 

importance on this point. 

 

We can easily deduce several essential requirements which the control and signaling 

plane should be able to satisfy: 

 

• The ability for new application types to be deployed quickly and efficiently, 

which implies a flexible control plane is required. Indeed, as mentioned before, it 

is infeasible to build separate networks for each application type. As such, the 

basic infrastructure offered by the OBS network should be able to support all 

types of applications, each with its own typical resource usage patterns. 

• Flexibility also indicates that the features offered by the control plane should be 

of relative simplicity. Features which are usable by only one application group 

introduce complexity in the signaling protocols and can usually be assembled 

from simpler, generally deployable components. 

• Support for a huge number of users implies scalability of the control plane is 

essential. In light of this, research should focus on minimizing the control and 

signaling traffic. This point becomes even more important when users have a 

highly unpredictable traffic pattern. 

• Support for highly dynamic user access patterns means the control plane should 

be adaptable to the Grid’s status, e.g. by reducing signaling data in favor of more 

actual data transfers. 

• Sufficient levels of speed and flexibility in the control plane are imposed by real 

time applications. As we mentioned repeatedly, the main disadvantage of 

traditional circuit switching is its inability to react quickly to dynamic traffic 

demands. Adding real time constraints to this setting is only possible with 

networks which have a minimal latency imposed by the control plane, thus 

leaving more time for the actual data transfers. 

 

3.4.2 Reliable transport control technology for Grid-OBS  

 Contribution from (University of Tokyo, Japan) to be added 

3.4.3 Ultra fast optical path setup protocol and its optical implementations  

Contribution from (Osaka University, Japan) to be added 
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4. Grid-OBS network elements  

4.1 Core OBS router 

As future optical technology moves to 40Gb/s and beyond, networking solutions must be 

designed to be compatible these bit rates, in order to reduce the cost per bit [23]. OBS has 

been introduced as a switching technology relaxed on fast switching requirements, as the 

relatively slow switch set-up times (milliseconds rather than nanoseconds) are small 

compared to the payload duration (usually hundreds of milliseconds or seconds) and 

therefore throughput is almost unaffected [ 24 ]. However, the introduction of Grid 

services over OBS implies new constrains for the switching speed requirements, which 

become particularly important when high speed transmission is considered. 

 

A flexible Grid network will require also the support of users with small job requests. For 

example, a relatively small burst, 300ms, transmitted at 10Gb/s can be switched by a 

MEMS based switch typically within 20ms. Considering only the switching time, the 

throughput of the system is 93.3%. If the same burst is transmitted at 160Gb/s then its 

duration is 18.75ms and routing through the same switch would decrease the system’s 

throughput to less than 50%. This becomes more severe when users with even smaller job 

requests are treated. These small jobs are implied by the small bursts and may be with 

short offset time. These types of bursts with small length (typical 100 to 1000 bytes), 

requires ultra-fast switching in nanoseconds. Additionally, the support of multicasting is 

particularly advantageous, in order to enable parallel Grid processing services latency 

[25] as well as resource discovery. For these reasons the deployment of fast switching 

technology is essential for future high speed OBS networks that can support Grid 

applications. It should be noted though, that the core OBS for the Grid computing may 

require intensive and intelligent processing of control information and BCP (i.e. 

performing some Grid network functionality, e.g.: taking part in resource discovery), 

which can only be performed by specially designed fast electronic circuits. Recent 

advances in the technology of integrated circuits allow complicated processing of bursty 

data directly up to 10Gb/s [26]. This sets the upper limit in the transmission speed of the 

control information and BCP. On the other hand the much longer transparently switched 

optical bursts (i.e. no conversion to electronic domain) are those that determine the 

capacity utilisation of the network. The optical bursts can be transmitted at ultra-high bit 

rates (40 or 160Gb/s), providing that the switching elements can support these bit rates. 

Faster bursts indicate higher capacity utilisation of the existing fibre infrastructure and 

significantly improved network economics. 

 

The fast switching solutions that have been proposed are based on the use of fast active 

components, like Semiconductor Optical Amplifiers (SOAs). Switching is achieved 

either by broadcasting the signal (passive splitting) and selecting the appropriate routes 

using fast gating [27,28] or by converting the signal’s wavelength and routing it to an 

output port of a passive routing device (AWG) [29,30,31].  The gating solution is 

independent of the signal’s bit rate and also supports multicasting but scales poorly to a 
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large port-count switch. The wavelength conversion and selection solution is scalable but 

bit-rate dependent on the utilised conversion technique.  

 

The deployment of fast switching assists the efficient bandwidth utilisation but provides 

an expensive solution when it scales to many input port. On the other hand, there is no 

additional benefit for long bursts of data (e.g. originated from large GRID users) if fast 

switching is utilised. Therefore, a proper OBS networking solution needs to consider a 

combination of fast (e.g. SOA-based) and slow (e.g. MEMS-based) switches.  

 

One solution can be based on the use of OXCs that has a number only of output ports 

connected to a fast optical switch that follows. Several OXCs and fast switched can be 

placed in parallel in a scalable wavelength modular architecture. At the switch input the 

wavelength channels per input fibre are separated. When a BCP appears the control 

mechanism must first recognise if the BCP belongs to a long, a short burst. In the first 

case the OXC is reconfigured so that when the long burst arrives it automatically routed 

to the appropriate output port. In the other two cases the short and the active bursts are 

routed directly to the fast switch (through pre-defined paths) and switched immediately to 

the next node. This set-up requires all the switching paths inside the OXC to be initially 

connected to the fast switch ports and special design constrains must be considered to 

avoid collision. The benefit of the proposed scheme is that it reduces the requirements on 

fast switching and therefore smaller and cost efficient matrices are only required 

 

4.2 Edge OBS router 

In OBS networks, a data burst and its burst control header are transmitted separately on 

different wavelength channels and switched respectively in optical and electronic 

domains. Thus, in an OBS network an ingress edge router able to initiate a burst control 

header and also map user traffics traffic into the optical domain in the form of variable 

length optical bursts is mandatory.  

An edge OBS router in a Grid enabled OBS network must be able to perform the follow 

functionalities:  

a) Traffic aggregation and optical burst assembly  

b) Optical burst transmission  

c) Grid user to network as well as Grid resource to network signaling   

  

• Burst aggregation 

The burst aggregation algorithm at the edge router can greatly impact the overall OBS 

network operation because it sets the burst characteristics and therefore shapes the burst 

arrival traffic. The algorithm has to consider the following parameters: a pre-set timer, a 

maximum burst length, and a minimum burst length.  The timer determines when the 

end-device is to assemble its collected traffic into a new burst. The maximum and the 

minimum burst length parameters shape the size of the bursts. It is necessary to set a 

maximum burst length since very long bursts hold on to the resources of the network for 

a long time and, thus, they cause the unfair loss of other bursts. On the other hand, the 

minimum burst length is necessary because very short bursts may give rise to too many 

control packets, which can overload the control unit of the OBS node.  The burst 
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aggregation algorithm may use bit-padding if there is not enough data to assemble a 

minimum size burst.   

 

• User and resource network interface functionality: 

To facilitate on demand access to Grid services, interoperable procedures between Grid 

users and optical network for agreement negotiation and Grid service activation have to 

be developed. These procedures constitute the Grid User Optical Network Interface (G-

OUNI). The G-OUNI functionalities and implementation will be influenced by number of 

parameters as follows:  

• Service invocation scenarios 

• Control plane architecture 

 

The GUNI in a grid enabled OBS network needs to provide the following main 

functionalities: 

• Flexible bandwidth allocation  

• Support for claiming existing agreements   

• Automatic and timely light-path setup 

• Traffic classification, grooming, shaping and transmission entity construction 

 

On the other hand, geographically distributed processing and storage resources across the 

network constitute fundamental elements of the large scale Grid network. In such 

network scenario the Grid resources (i.e. storage and processing) can dynamically enter 

and leave the OBS network based on pre-established agreements. This fact imposes the 

necessity of a dedicated signalling and control interface between such resources and the 

Grid network. Like the GUNI, the Grid resource network interface (GRNI) must perform 

interoperable procedures between external network elements and the OBS network. But 

unlike the GUNI, the interface will be between resources-end elements (processing 

and/or storage distributed across network) and the optical network. The similarity 

between GUNI and the GRNI makes it possible to extend the GUNI model to provide 

required functionalities for the resource network interface. Main functionalities of such 

an interface can be: 

• Support for existing agreements 

• Job submission to local Gird resources 

• Support for advance resource reservation schemes 

• Propagation state of the local resources (available storage/ processing resources) 

• Propagation of service related events 

• Sending back results to source or multiple alternative destinations 

 

AS both GUNI and GRNI with aforementioned functionalities are related either to the 

Grid users or Grid resources (i.e. Grid network end elements), thus their functionalities 

must be integrated into an edge OBS router device.  Such edge router must be an agile 

and user-controlled interface able to map user traffic into optical domain at sub-

wavelength granularity (i.e. in the form of optical bursts).  
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5. Advanced network concepts and solutions  

5.1 Self-organised OBS network for consumer Grids 

It is usually assumed that OBS networks employ shortest path routing, seeking to 

minimize the end-to-end delay. It is however well known that this approach may lead to 

inefficient usage of network resources; certain links are hardly used, while others can 

become severely congested, which of course leads to sub-optimal network performance. 

This is especially true when the burst dropping probability is the main metric of interest, 

as is usually the case in OBS networks. Several approaches have been proposed to 

overcome this problem, such as deflection routing and multi-path routing. In any case, 

both the sender and the receiver are usually known in traditional data transfers. This 

differs from a Grid OBS network where the destination is not always known, as we'll 

show in the next section. 

 

• Anycast Routing in Grid OBS networks 

In the consumer Grid scenario [32,33,34], it doesn't matter where exactly the job is 

processed. Instead, the user is only interested in the fact that his job is processed within 

certain predetermined requirements. In general, there will exist multiple locations where 

a job can be executed, and the selection of a suitable resource is left to the routing 

protocol. This represents a shift in the nature of the employed routing algorithm; whereas 

previously bursts had an exact destination, now we only require the burst to be sent to 

any end node capable of processing the burst. The former approach is called unicast 

routing, while the latter is usually denoted by anycast routing. [35,36,37] 

 

• From User to Resource 

The basic operation of the Grid network is now as follows. First, the user realizes that a 

computing task cannot be completed within a reasonable timeframe on the local system, 

and decides to post it on the Grid to accelerate processing. The job is then transformed in 

an optical burst (containing code and data), accompanied by a header indicating various 

parameters (e.g. processing, storage and policy requirements). Note that a very important 

design decision has been made, i.e. the mapping of one job onto one optical burst. As 

discussed earlier, no destination address is needed, and thus the burst is simply handed 

over to the OBS network. The burst travels along a link, while the intermediate routers 

are not notified in advance of its arrival, much like JIT or JET based schemes. On arrival 

of the burst, an intermediate router decides on the fly where to forward the burst, based 

on information contained in the preceding header and on network and resource status 

information. Examples of such information are link load and blocking probability, delay 

requirements, estimated free computing or storage capacity which can be reached through 

a certain interface, and estimated computing and storage requirements of the burst. Since 

the end user doesn’t specify the network location where the burst will be processed, the 

job is scheduled implicitly through its progress in the network. This makes the Grid 

architecture completely distributed, which naturally implies better scalability and 

robustness. Note that an intermediate router does not need a detailed view of where the 

resources are located and how much (free) capacity they have. As long as there is enough 

information to push the burst closer to a suitable destination, a good decision can be 
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made. This means that the aggregation of status information can be used to reduce control 

traffic. 

 

• Processing a Job 

Each intermediate router in the network goes through the same process, and eventually 

the burst arrives at a Grid resource. If this resource is able to handle the job contained 

within the burst, it will process it. If this is not the case, a deflection mechanism can be 

used to repost the job in the OBS network. It is also possible to drop a burst which cannot 

be timely processed. 

 

• From Resource to User 

Once the job is completed, its results must be delivered back to the user (most likely  

where the burst originated). Here the asymmetry of the Grid OBS network becomes clear; 

although posting a job uses the anycast paradigm, sending results back most likely will 

not. There is a distinct return address, and more traditional forwarding solutions have to 

be used. A variety of options and choices can be made, depending on such parameters as 

the processing time, storage availability, size of results, etc. For instance, a real time 

application requires its results to be transmitted as fast as possible, while for an offline 

calculation the results can be stored on the processing node until network availability 

improves. Also, we can consider a returning burst to be “more valuable” than one which 

hasn't been processed yet. Naturally, this notion gives rise to the introduction of different 

QoS classes in the network traffic. 

 

• Burst Correlation 

Up until now, we have assumed that all bursts are sent completely independent of each 

other in the network. However, we will show that it can be advantageous to dispose of a 

method to send consecutive bursts to the same resource. 

 

a) The proposal of mapping one job onto one optical burst is mainly inspired by the 

simplicity and general application of this approach. However, this technique will 

prove insufficient whenever jobs are generated which are too large to fit into one 

optical burst. In this case, the original job has to be segmented into smaller sub-

bursts, which are sent individually in the network. The routing algorithm must be 

adapted to make sure these sub-bursts arrive at the same resource. Also, resources 

must contain the functionality to reassemble the individual segments into the 

original job request. 

 

b) A second scenario where burst correlation can be useful is for specific 

applications which can reuse input and output data of preceding bursts. For 

instance, in a virtual reality application, there is no need to re-render the complete 

scene when the user changes his viewing angle of the scene. Instead, it is better to 

make use of the rendering results of a previous burst, and incorporate only the 

changes generated by the user’s actions. Note though that specific support for this 

feature will have to be built into the application logic. 
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Because of the architectural requirement to scale to large numbers of users, it is 

impossible to maintain the forwarding decision of each burst in all routers. An alternative 

approach is to let the user wait for the results of the first burst, extract the address of the 

employed resource, and send all following bursts to the same destination address. Yet 

another possibility is that the first burst sets up a path which is followed by all later 

bursts, similar to the label switching technique. Aggregation techniques may be 

applicable too, such as merging common portions of serveral OBS paths, very like 

merging and stacking in label switching. As a logical extension this may result in OCS-

like operation (wavelength switching), supporting the more static portions of the network. 

 

• Robustness 

Robustness of a network is typically evaluated based on the number of requests (jobs in 

our case) that cannot be handled whenever resources are failing. The heterogeneous 

nature of the Grid implies two types of resources can fail; the network resources (links 

and routers) and the server resources (the processing elements). We describe two 

methods to introduce robustness against failing resources of both types. 

 

a) Spare capacity 

Before deployment, a network is usually dimensioned based on load estimates or 

experienced job request rates. In case more network or server resources are 

introduced in the network than are strictly necessary, this remainder of capacity 

can be used in case certain Grid components fail. Research needs to be done on 

different restoration strategies, focusing on how and when this spare capacity will 

be utilized. 

 

b) Duplicate Submission 

If the same job is sent into the network more than once, the possibility that this 

job reaches a different server resource, or reaches the same server but arrived 

there over a different path, is non-negligable. Thus, this method can also 

introduce robustness in the Grid OBS network. Observe though that more 

capacity is used than strictly necessary. 

5.2 Programmable Optical Burst Switched Network 

In this section a novel solution towards ubiquitous photonic Grid networking is proposed. 

This solution utilizes optical burst switching and active router technologies. It aims to 

provide a physical infrastructure able to fulfill both existing data-intensive and future 

Grid application requirements and make efficient use of network resources. The solution 

is based on programmable network architecture, in which the optical network topology 

can be programmed by Grid users and services. 

 

The architecture is based on the novel concept of using active OBS routers for resource 

discovery and routing of the Grid jobs to the appropriate resources across the network. 

The network comprises active and non-active OBS routers. A non-active OBS router is a 

conventional OBS router and performs the burst forwarding functionality. The router is 

informed in advance about the data burst characteristics (duration, type, class of service, 

etc.) by the Burst Control Packet (BCP). Upon the data burst arrival the router, forwards 
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the data to the appropriate output port. An active OBS router, in addition to the burst 

forwarding, can intercept with data carried by some optical bursts (active bursts) and 

perform dedicated Grid networking functionality. The proposed active OBS networking 

scheme has the potential to offer global reach of computing and storage resources to a 

large number of anonymous users with different traffic profiles. In such a network, OBS 

offers efficient network resource utilisation while the active networking offers intelligent 

Grid functionality. One of the main advantages of the proposed scenario is that both 

traditional data traffic and Grid traffic can be supported by a common infrastructure. All 

OBS routers perform burst forwarding when normal traffic transits across the network 

while in addition some OBS routers (active routers) support transport of Grid traffic over 

the network. 

 

• Description of Transport format 

There are several major OBS variants differing in bandwidth reservation schemes [38]. 

Among all of them, the just-enough-time (JET) is the most appropriate protocol for the 

proposed Grid network architecture [ 39 ]. The JET protocol employs a delayed 

reservation scheme which operates as follows: an output wavelength is reserved for a 

burst just before the arrival of the first bit of the burst; if, upon arrival of the BCP, it is 

determined that no wavelength can be reserved at the appropriate time, then the BCP is 

rejected and the corresponding data burst dropped. The proposed network concept utilizes 

the JET scheme and extends it to support both active and non-active network operations. 

Non-Grid traffic is injected into the network in the form of a normal, non-active burst and 

active routers do not intercept the traffic. In this mode, once data is ready to be 

transmitted, a BCP is sent from the edge router into the optical network and the required 

resources are reserved for the duration of the burst. For efficient transmission of Grid 

traffic, we have developed a two-stage OBS networking scheme including an active stage 

and a non-active stage. Grid traffic is transmitted in two stages as follows: job 

specification is transmitted in the form of an active burst prior to the actual job (user data) 

which is transmitted in the form of a non-active burst. The user with a Grid job sends a 

request to the edge router informing about the job specification and resource 

requirements. The edge router then constructs and transmits the active optical burst for 

which the BCP only informs intermediate active routers that the incoming optical burst is 

active. After an offset time, the active burst is transmitted carrying information about the 

Grid job characteristics (i.e. processing and storage requirements). With this mechanism 

active routers prior to arrival of the job specification have been informed about the arrival 

of an active burst. Upon arrival of a job specification burst, an active router performs a 

resource discovery algorithm to find out whether there are enough Grid resources 

available within its Grid resource domain to perform the job. In addition, each active 

router multicasts both the BCP and data burst of an active burst towards the other active 

routers in the network. The user is informed about the result of resource discovery by 

each active router through acknowledgment or not-acknowledgment messages (optical 

burst). In case of resource availability the user transmits the actual job in the form of a 

non-active burst through the edge router. 

 

In order to accommodate the requirements of this active Grid network scenario the JET 

scheme is modified. The  job submission is divided into two steps: 
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1. The BCP of an active burst is sent to all active routers through intermediate 

nodes (active or non-active). After an offset time the active data burst is sent to 

the network. The result of the resource discovery algorithm in each active router 

produces an acknowledgment (Ack) or a notacknowledgment message (Nack). 

These messages are transmitted back to the user through an optical burst (non-

active burst). In case of acknowledgement, the active OBS router also informs the 

corresponding resource manager. At that point the resource manager reserves the 

local resources for a predefined and limited duration of time. 

 

 2. Receiving all ACK and NACK messages, the user can choose one or multiple 

appropriate destinations among all available resources across the network. The 

actual job is now sent within the reservation period to the appropriate destination 

in normal (non-active) optical burst format. 

 

In summary, the proposed programmable OBS concept is a two mode networking 

scheme: 

• It is an active network when the Grid job specification is routed through the 

network to discover the suitable Grid resources 

• It is non-active when Grid jobs or normal data traffic are routed across the 

network 

 

This combination provides bandwidth efficiency especially when a large data set needs to 

be transferred because the actual job is submitted to the network only when both the Grid 

resources and the network resources have been reserved. In addition it provides a secure 

and policy based Grid environment where the users have the ability to choose among the 

available resources in different Grid domains across the network. Furthermore, active 

routers in each domain can respond positively only to the requests that match with the 

applied policy in their corresponding domain.  

 

• Grid enabled active OBS routers 

Central to the programmable OBS network architecture is the possibility of using 

network processors (NPs) in active OBS routers, capable of analyzing data traveling 

through the network at wire speed. In the proposed network architecture active OBS 

routers utilize high-performance network processors (NPs) for routing the active jobs. 

The NPs are capable of executing specific processing functions on data contained within 

an active burst at line rates (e.g. Grid resource discovery algorithm). Active OBS routers 

are key enablers for the support of user-controlled networking functionalities: 1) quality 

of service (QoS) provisioning 2) reliable multicasting and 3) constrained base routing. 

It has been shown in [40] that services and applications are concerned about QoS based 

on network, bandwidth and delay. In the proposed network architecture, a combination of 

the control protocol and active routers’ processing power can be used to deploy an 

advanced burst-scheduling algorithm. This algorithm is able to reduce delay whilst 

maintaining high bandwidth efficiency and low burst loss rate. 

In the active Grid network environment, multicasting performs an important role, where 

interactive and distributed applications are deployed. A reliable multicast protocol 
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framework is deployed, in order to minimize the traffic load across the network and also 

reduce the recovery latency [41 ]. 

 

6. Security issues in Grid-OBS networks 
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