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Status of This Memo: Informational

This memo provides information to the Grid community specifying the requirements for systems
that support the long-term archiving of digital material.  In particular, data grids provide the
capabilities that address each of the archiving requirements.
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Long-Term Digital Archive Requirements

Abstract

The core requirements for long-term digital archives can be expressed as management policies
for both the digital records and the infrastructure that supports the digital records.   Sixteen core
requirements have been identified.  This document explains the significance of each core
requirement, and proposes multiple levels of support for each core requirement.
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1. Preservation in Archives

Archives exist to maintain a long-term record of their contents.  In practical terms, this means
preserving the records in the archive for at least 200 years.  While much of the archival
community’s attention has been focused on dealing with the technological issues involved in this
preservation requirement, it seems likely that the more difficult issues are those that arise from
sociological and resource issues.  Indeed, it may be that the most difficult issue is preserving a
community that understands the contents and uses of the archived material.

2. Fundamental Requirements for Long-Term Digital Archives

A long-term digital archive provides support for authenticity (the assurance that the material in the
digital archive is correctly linked to descriptions of its origin), integrity (the assurance that the
material in the archive is uncorrupted, that the chain of custody can be tracked, and that the
information content remains unchanged), and infrastructure independence (the assurance that
the digital archive has not imposed any proprietary standards that prevent migration of the
contents of the digital archive to another choice of technology).

Use of data in an archive can be rendered impossible by at least five risk factors:

1. Malicious or inadvertent destruction

2. Technological Obsolescence (hardware or software)

3. Loss of context (undocumented features; loss of understanding; aging, retirement, or
death of key community members)

4. Competition for resources with new opportunities

5. Institutional instability

These factors impact two features of long-term archives in very important ways.  They create two
fundamental requirements:

1. A requirement to reduce operation costs as much as possible

2. A requirement to minimize errors in all of the archive operations.

3. Level 1 Derived Requirements

3.1 Core Requirements for Long-Term Digital Archives

There are sixteen Core Requirements that derive directly from the Fundamental Requirements for
a long-term digital archive:

1. Unless the probability of loss per year from intrusion is less than 0.00005, a long-term
archive will require off-line (and off-site) storage.

2. The data provider and the archive must agree on a valuation and risk assessment for the
data and metadata to be stored in the archive.

3. The archive needs to provide redundant systems to avoid single point of failure modes
that would lead to loss of data, and mechanisms to validate the consistency of the data
across the redundant systems.

4. An archive system needs to be independent of the language in which it is implemented
and of the operating system on which it runs.  This derived requirement is necessary in
order to ensure that the archive has independent modes of failure arising from system
design errors and errors in system implementations.  Thus, if possible, a long-term
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archive should be independently implemented in at least two languages, and preferably
three or more.

5. A long-term archive cannot rely on hardware provided by a single vendor.
6. A long-term archive cannot rely on software provided by a single vendor with proprietary

software.
7. The archive needs to document its contents, the software components of its systems, as

well as the procedures it uses to ingest, store, and distribute data.
8. An archive needs a method of registering permanent names for the unique content in its

collections, for the archivists running the system, and for the processes used to manage
the content.

9. Because metadata may “reach inside” files, an archive needs a method of registering
permanent names for data elements inside files, independent of possible permutative
rearrangement of either the files or their format.

10. The archive needs to make systematic plans for preserving and evolving the intellectual
capital represented by its data, metadata, and documentation through the changes
required by the technological and sociological evolution of the archive and its
environment.

11. The archive needs to actively create a dispersed community of practice and discourse
that is familiar with the contents and procedures of the archive.  This requirement
suggests that wherever possible, the archive should consider the way in which it can
foster federations with other archives (to reduce the probability of loss by dispersing the
archive’s contents) and a vibrant Open Source community.

12. A long-term archive needs to actively work to automate as much of its operations as
possible.  General experience suggests that over long time periods, costs of human
activity are the largest element in the cost of operations.

13. Specific experience in the NASA ESE data centers also suggests that automation must
be designed into the archive’s systems, rather than added to them later.

14. An archive needs a rigorous cost model for its operational costs.
15. The archive cost model needs to use statistical information from the actual history of the

archive to project future costs where this history is available.  In other words, the archive
systems must be designed to collect both a record of archive activities and archive costs.

16. An archive needs to develop an Open Source archival community that can accept
stewardship for preservation of the intellectual capital contained in archives.

4. Factors That Create Difficulties for Long-Term Digital Archives

4.1 Malicious or Inadvertent Destruction

Under normal archival standards, data needs to have a high probability of surviving more than
200 years.  If the archive is connected to the Internet, it appears that a reasonable probability for
an intrusion with potential consequences for the data, the metadata, or the chain of custody for
both is about 10% per year.  This rather high risk means that without strenuous effort on the part
of the archive, the probability of having data survive 200 years is (1-0.1)**200 or about 7x10**(-
10).  These are clearly rather stiff odds.  At present the number of intrusion incidents is rising.  At
the same time, an archive can take a number of steps to decrease the probability of loss – most
notably by sending data to a site away from the archive.  Such off-site storage, in which the data
and metadata are not connected to the network, appears to be a very important component in
reducing the risk of data loss.

It is also important to note that the quantification of the risk we have just identified must be
considered in the light of the cost of replacing the data and metadata.  Technically, this cost is
part of the valuation of the data and metadata – and, in this case, is based on replacement costs.
If the loss of the data is of no particular consequence, then we might not consider it worth-while to
undergo the expense and hassle of off-site storage.  To be careful, we need to ensure that the
archive and the data provider have carefully evaluated the probability of loss – and the value of



GWD-I 12 June 2005

b.r.barkstrom@larc.nasa.gov 4

the replacement.  In other words, the archive and the data provider must quantify the probability
of risk and the cost of preservation.
This pessimistic assessment leads to two derived requirements:

1. Unless the probability of loss per year from intrusion is less than 0.00005, a long-term
archive will require off-line (and off-site) storage.

2. The data provider and the archive must agree on a valuation and risk assessment for the
data and metadata to be stored in the archive.

4.2 Technological Obsolescence (Hardware or Software)

Unfortunately, data are not safe – even when we put it on tapes and store it deep under a
mountain.  Every five years or so (at least for the foreseeable future), the vendors of the hardware
used to read the storage media (tapes or CDs or holographic media …) produce new models of
the devices that read or write the data onto the storage media.  Likewise, the vendors of software
produce new versions of their wares on a time scale of about eighteen months.  These facts of
life mean that we must expect to move data in storage (or in the archive itself) from one medium
to another about once every five years.  This means that the transfer process will only occur
about forty times in two hundred years – not two hundred times.  While such transfers appear to
be reasonably safe, experience in ASDC (and in other archives) suggests that the probability of
successful transfers from one medium to another has a definitely finite probability of loss, which
we estimate at perhaps 2% per transfer.  This numerical value is derived by considering our
experience with both large-scale data transfers and routine operations within ASDC.  For
example, in one recent incident, a router failure corrupted about 10% of the data in a rather large
dataset delivered from another data center.  This problem has happened relatively rarely, but
such incidents appear to happen about once every five years or so.

Quantitatively, with a 2% probability of loss per transfer, the probability of having a particular file
survive 200 years is (1 – 0.02)**40 or about 0.45.  This probability is much higher than that for
loss through malicious or inadvertent destruction.  At the same time it is unacceptably low for real
archival work, where the probability for survival in each data migration needs to be well above
0.99.  Translated into an allowable probability of loss per transfer (and assuming a transfer will
need to occur once every five years), this means that the allowable probability of loss per transfer
needs to be kept below about 0.0002.  This is rather stringent.

In terms of the data contamination incident we just described, it also means that an archive will
need to play a very active role in reducing the probability of errors – which may arrive in quite
unexpected forms (such as unexpected vendor hardware failures).  Given the stringency of this
requirement, the archive needs a carefully planned strategy to reduce the role of happenstance.
A key element of such a strategy is to reduce the probability of single point failures – or to
increase the redundancy of the system, or to increase the number of end-to-end validation steps
used to assure integrity.  In other words, if the archive can reasonably assume that data loss
incidents will occur independently on separately instantiated systems, then the probability of
unsustainable data loss over 200 years may be reduced to more acceptable levels.  In other
words, we have another set of derived requirements:

3. The archive needs to provide redundant systems to avoid single point of failure modes
that would lead to loss of data, and mechanisms to validate the consistency of the data
across the redundant systems.

4. An archive system needs to be independent of the language in which it is implemented
and of the operating system on which it runs.  This derived requirement is necessary in
order to ensure that the archive has independent modes of failure arising from system
design errors and errors in system implementations.  Thus, if possible, a long-term
archive should be independently implemented in at least two languages, and preferably
three or more.

5. A long-term archive cannot rely on hardware provided by a single vendor.
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6. A long-term archive cannot rely on software provided by a single vendor with proprietary
software.

4.3 Loss of Context

While we are familiar with the corrosive impact of Moore’s law on the stability of hardware and
software, a long-term archive also needs to consider the longer term impact of changes in a
number of  “sociological” factors in its environment.  These include the loss of knowledge
regarding undocumented features of system software or hardware and the loss of understanding
associated with aging, retirement, or death of key community members.  For example, in the
ASDC context, the criteria used by instrument teams to select data for calibration coefficients are
probably lost once an instrument team disbands.  Once this information is lost, it cannot be
recovered.

While loss of context is probably a phenomenon with a longer time constant than either loss by
malicious activities or technological obsolescence, an archive must still actively work to prevent it
from causing additional data loss.  This leads to at least five additional derived requirements:

7. The archive needs to document its contents, the software components of its systems, as
well as the procedures it uses to ingest, store, and distribute data.

8. An archive needs a method of registering permanent names for the unique content in its
collections, for the archivists running the system, and for the processes used to manage
the content.

9. Because metadata may “reach inside” files, an archive needs a method of registering
permanent names for data elements inside files, independent of possible permutative
rearrangement of either the files or their format.

10. The archive needs to make systematic plans for preserving and evolving the intellectual
capital represented by its data, metadata, and documentation through the changes
required by the technological and sociological evolution of the archive and its
environment.

11. The archive needs to actively create a dispersed community of practice and discourse
that is familiar with the contents and procedures of the archive.  This requirement
suggests that wherever possible, the archive should consider the way in which it can
foster federations with other archives (to reduce the probability of loss by dispersing the
archive’s contents) and a vibrant Open Source community.

4.4 Competition of Resources

While the concern over loss drives archive requirements toward increasing the investment in
redundancy (both of hardware and of software), the environment in which archives operate can
severely constrain the available resources.  In general, archive budgets compete for resources
required by organizations that see new opportunities.  For example, NASA’s Earth Science
Enterprise (when that existed during the last decade of the Twentieth Century) faced severe
competition between the requirements for operating a data and information system that had not
been designed for low total cost of operation and its need to develop new missions.  As another
example, libraries in universities compete with other campus organizations for capital and
operating budgets.

This competition leads to a new set of derived requirements:
12. A long-term archive needs to actively work to automate as much of its operations as

possible.  General experience suggests that over long time periods, costs of human
activity are the largest element in the cost of operations.

13. Specific experience in the NASA ESE data centers also suggests that automation must
be designed into the archive’s systems, rather than added to them later.

14. An archive needs a rigorous cost model for its operational costs.
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15. The archive cost model needs to use statistical information from the actual history of the
archive to project future costs where this history is available.  In other words, the archive
systems must be designed to collect both a record of archive activities and archive costs.

4.5 Institutional Instability

Finally, as identified by the Library of Congress National Digital Information Infrastructure
Preservation Program workshops and planning report, archives must be prepared for institutional
instability.  A specific example of this “instability” arises in the question of how to preserve the
unique record of Earth observations created by a massive investment by NASA, although there
are expectations that the long-term archival responsibility lies with NOAA.  There are a number of
potential loss mechanisms that may afflict the transfer of an operational archive from NASA to
NOAA:

• Loss or data by name changes
• Loss of knowledge owing to perceptions that no knowledge or activity will be required to

recreate higher level data products, even though science teams have spent hundreds or
thousands of person hours in validating these products, which could not be reconstructed
in a reasonable length of time after such a transfer

• Reduction in resources available – leading to loss of data by design, even though there
are active communities still working with the data

It is not easy to deal with the issues raised by these large-scale movements of institutional
resources.  Perhaps the best we can do is to explore an implicit requirement:

16. Develop an Open Source archival community that can accept stewardship for
preservation of the intellectual capital contained in archives.

5. Categories of Level 1 Requirements

It will be helpful to reorganize the list of Level 1 requirements we have derived from the two basic
starting principles that the archive has to be prepared to avoid errors and that it needs to be as
cost effective as possible.  The headings that follow are organized in four categories.  In some
cases, we can combine Level 1 requirements.  For example both 12 and 13 in the original list
require system automation.

In addition, we can identify some additional requirements that we need to add to make the list
more complete.

5.1 Low Total Cost of Ownership
• Automation.  A long-term archive needs to actively work to automate as much of its

operations as possible.  General experience suggests that over long time periods, costs
of human activity are the largest element in the cost of operations.  Specific experience in
the NASA ESE data centers also suggests that automation must be designed into the
archive’s systems, rather than added to them later.  (Requirements 12 and 13)

• Cost Model.  An archive needs a rigorous cost model for its operational costs.  The
archive cost model needs to use statistical information from the actual history of the
archive to project future costs where this history is available.  In other words, the archive
systems must be designed to collect both a record of archive activities and archive costs.
At the same time, the cost model must be able to incorporate new technology that may
provide a substantial cost savings.  (Requirements 14 and 15)

• Commodity Computers and Data Storage.  A recent National Research Council (NRC)
Report strongly recommended using commodity computers and data storage at
government data centers.  We concur with this recommendation.  This kind of equipment
lessens an archive’s dependence on proprietary solutions to its problems.  It also allows
the equipment manufacturers to amortize their investment and increases the pool of
available suppliers.   Commodity data storage may increase the amount of validation that
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is required for integrity checking as the systems may not be as reliable.  A tradeoff
analysis between labor spent on validation versus capital cost of the storage systems
should be maintained for the archive.

• Use of Open Source Software to Reduce Licensing Costs.  As with hardware, using
software created and maintained by the Open Source community can substantially
reduce licensing costs.  The maintenance model for this software is different than that for
proprietary software.  Open Source software usually relies on e-mail and bug lists to
maintain the software configuration.  However, to the extent that we do not expect a
mass market for archives, there is a requirement that the software be understood by the
archival engineers.  The archive will need to maintain their own testing and validation
facility for the Open Source software, and may need to port their own local modifications
to the Open Source software.  If an archival consortium collaborates on the management
of the software, the costs per institution can be minimized.

5.2 High Reliability

• Balanced Approach to Redundancy and Dispersed Storage.  Unless the probability of
loss per year from intrusion is less than 0.00005, a long-term archive will require off-line
(and off-site) storage.  The archive needs to provide redundant systems to avoid single
point of failure modes that would lead to loss of data.  (Requirements 1 and 3 with
consideration of Low Total Cost of Ownership)

• Valuation and Risk Assessment.  The data provider and the archive must agree on a
valuation and risk assessment for the data and metadata to be stored in the archive.
(Requirement 2)

• Avoidance of Dependence on Proprietary Sources.  A long-term archive cannot rely
on hardware provided by a single vendor.  A long-term archive cannot relay on software
provided by a single vendor with proprietary software.  (Requirements 5 and 6)

• Robust and Graceful Exception handling.  Neither computer hardware nor the
software we develop is perfect.  In addition, “things break”.  In a well designed system,
performance degrades gracefully, with a useful record of where the systems encountered
faults and suggested fixes.  In a poorly designed system, when something “breaks”, the
system responds “brittlely”, with no record of where the system noted the first breakage.
There are interactions between this requirement and low total cost of ownership –it’s
much easier and cheaper to repair a system that identifies a fault, suggests confirmatory
tests, and is able to bypass the problem until it can be tended by a help team.

• Designed-In Security.  Security intrusions disrupt the archive’s operations and reduce
its reliability.  Most experts recommend that security be designed into the system “from
the ground up”.

5.3 Evolvability

• Language and Implementation Independence.  An archive system needs to be
independent of the language in which it is implemented and of the operating system on
which it runs.  This derived requirement is necessary in order to ensure that the archive
has independent modes of failure arising from system design errors and errors in system
implementations.  Thus, if possible, a long-term archive should be independently
implemented in at least two languages, and preferably three or more.  (Requirement 4)

• Modularity of Architecture with Well-Designed Message Protocols.  In a general
sense, modularity of architecture requires the architect to make parts of the system that
do not need to know about each other entirely separate.  With good, message-passing
object-oriented design, we enforce this general dictum by starting with use cases that
ensure that the components of the system that do not need to “talk” with each other are
ignorant and unaffected by the parts of the system that can be treated as independent.
By further taking care to formalize the message protocols, we improve the modularity of
the system.
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• Formalization of Operational and Evolutionary Procedures.  By formalizing the
operational procedures, subjecting them to the rigor of procedural simplification  (or
“business process engineering”), we create a system that we can reason about.  In
addition, with formalization, it is more straightforward to modify the procedures when the
archive needs to evolve its systems.  Such modifications need to be undertaken carefully
and systematically.   Modularity of the architecture and formalization of procedures aid in
simplifying the process.

• Complete Documentation.  The archive needs to document its contents, the software
components of its system, as well as the procedures it uses to ingest, store, and
distribute data.  (Requirement 7)

• Systematic Planning for Evolution.  The archive needs to make systematic plans for
preserving and evolving the intellectual capital represented by its data, metadata, and
documentation through the changes required by the technological and sociological
evolution of the archive and its environment. (Requirement 10)

• Outside Participation in Design, Development, and Evolution.  In order to maximize
the probability of long-term survival of knowledge, it is helpful to spread understanding of
the system over a wide range of communities and to solicit their input into the system
design, development, and evolution.

• Dispersed Archive Community.  The archive needs to actively create a dispersed
community of practice and discourse that is familiar with the contents and procedures of
the archive.  This requirement suggests that whenever possible, the archive should
consider the way in which it can foster federations with other archives (to reduce the
probability of loss by dispersing the archive’s contents) and a vibrant Open Source
community.  The archive needs to develop an Open Source archival community that can
accept stewardship for preservation of the intellectual capital contained in archives.
(Requirement 11 and 16)

5.4 Maintenance of Data Provenance and Integrity

• Permanent Naming.  An archive needs a method of registering permanent names for
the unique content in its collections.  Because metadata may “reach inside” files, an
archive needs a method of registering permanent names for data elements inside files,
independent of possible permutative rearrangement of either the files or their format.
(Requirements 8 and 9)

• Provenance Tracking.  Data and metadata provenance are critical elements of an
archive.  Thus, the design of an archive’s systems must include a process that updates
the provenance of items within the archive after any archival operation and a process that
verifies the provenance when needed.  Given the volume of data and the high rate at
which digital content can flow through an archive’s systems, it is important to fully engage
the computer portions of the archive in helping with this maintenance.

• Transactional Basis for System Operations.  When the archive’s systems transfer files
or metadata form location to location, the archive needs to automate the process of
ensuring that the transfer was authorized and completed satisfactorily.  Transactions that
can be rolled back if they are not successfully completed provide the assurance that the
metadata and data will be consistent with one another.

• Transaction Auditing and Reconciliation. Just as an accountant reconciles the
journals with the ledgers in a business setting, so the archive’s systems must allow the
record of transactions to be reconciled with the actual state of the archive’s content
inventory.   Likewise, it is a requirement that the transaction accounts should be auditable
– and that there be procedures for performing that work.

6. Summary

The requirements that must be supported by a digital archive can be cast as constraints on both
the choice of system architecture and the management policies required to maintain the digital
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archive.  An examination of the experiences of the NASA Langley Research Center result in a set
of sixteen recommendations for digital archive requirements.
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9. Glossary

The terms used to describe digital archives are listed in this section.

Archival engineer – the system administrator of a digital archive.
Chain of custody – the organizations that maintain the archive, the storage systems used to
hold the data, and the processes that have been applied to the data while in the archive.
Context – the ancillary information needed to understand the relevance of data, including the
ability to interpret, use, and apply the data in research.
Digital archive – the software and hardware systems used to manage data for periods of time
exceeding the lifetime of any single software or hardware component.
Exception handling – the application of automated processes to identify problems and manage
the response to the problems, while notifying the archival engineer.
Intellectual capital – the standard digital reference data sets that are used to support research
within a scientific community, along with the metadata that
Open Source – software systems for which the source code is distributed, and for which user-
specified modifications can be incorporated independently of the distributor.
Permanent names – persistent identifiers for data, archivists, metadata, access constraints, and
storage resources that remain invariant when new technology or media are incorporated in the
archive.
Provenance – the set of metadata describing the origin of the data, and the calibration files and
calibration programs used to generate a derived data product or the simulation code used to
generate simulation output.
Technological obsolescence – the replacement of software or hardware components by new
technology that is more cost effective.
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The GGF invites any interested party to bring to its attention any copyrights, patents or patent
applications, or other proprietary rights which may cover technology that may be required to
practice this recommendation.  Please address the information to the GGF Executive Director.
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Note:  The search interface may use a reserved vocabulary that is derived from
provenance metadata or a thesaurus.
The use of Open Source software may require that the archival engineers 
maintain , build, and validate the software used within the archive.
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Note: The planning process should also evaluate the cost-effectiveness of new
technology. 
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Note: The management costs for maintaining an appropriate version of the Open
Source software for the local archive should be compared with commercially
supported software, or amortized through an archival consortitum. 
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Note: The automation of the network configuration is equally important, especially
when managing data that has been replicated to another site. 
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Note: The ability to rebuild the name spaces used to identify data, archivists, 
resources, provenance metadata, and access controls across the multiple 
sites is essential for minimizing risk of data loss. 
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Note: The management of security risk due to the compromise of system
administrator accounts implies the need for a deep archive that will not be
accessible by users. 
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Note: Protocols that ensure backwards compatibility minimize risk of data loss
when migrating an archive to software systems using a new protocol. 
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