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Disclaimer

My role in the Office of the CTO at EMC focuses on Advanced Development (AD) and
Integration.

The content in the presentation that follows is a forward, advanced development/
integration view and is not currently aligned to any EMC or Vmware product nor is there
a committed plan-of-record (POR) to develop such a product.

The work of our team is centered on determining the feasibility of the approach
presented here and consists of prototypical architecture, engineering, profiling, and
benchmarking.



What are we talking about?

SDN Connectivity Model

OpenStack Resource Model

OCP Hardware

OCP Sys Mgmt (optional)

Solution Stack

Relevant Projects and Communities



NGDC - the Who, What, Where, When, and How

Who - People and Machines that use software running locally to access services
running in the Cloud

What - a set of interconnected, Cloud data centers that support the people and
machines using the software-based services that operate within confines of the
interconnected data centers.

Where — Proximity
e users and machines
 Amongst the interconnected data centers
* One or preferably two, independent energy grids.

When - Time Synchronicity operates on two planes:

* Synchronization with the people and machines using/perturbing the services
that operate in the Cloud data centers and

* Synchronization between the interconnected data centers for replication.

How - Source-Switching. This means the source transmits messages that carry a
small amount of control information along with content. This control information is
operated on by a series of switches until it reaches the intended destination.



How does EMC fit into an NGDC?
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Bringing it all together
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OpenStack Architecture

App Dev Dev Ops App Owner Cloud Ops
o

User
Dashboard

Billing

Image API —

Presentation)

Image .
’ Loggin
Registry 9

Monitoring

Logic (Control))

Nicira
Network
Controller Controlle

IntegrationJ Resources/ Management/

100ks of 100s of  10ks of ports
cores petabytes




Let’s Drill into the Details
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Software-Defined Networking (SDN)

Software-Defined Networking (SDN) is a model where “a control platform handles
state distribution — collecting information from the switches and distributing the
appropriate control state to them, as well as coordinating the state among the
various platform servers — and provides a programmatic interface upon which
developers can build a wide variety of management applications. The term
‘management application’ refers to the control logic needed to implement
management features such as routing and access control.”
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SDN - Where does it apply?
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Scale-Out Switching — Virtualizing Ethernet
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Disclaimer

This presentation has been a forward, advanced development/integration view and is

not currently aligned to any EMC or Vmware product nor is there a committed plan-of-
record (POR) to develop such a product.

My role in the Office of the CTO at EMC focuses on Advanced Development (AD) and
Integration.

The work of our team is centered on determining the feasibility of the approach

presented here and consists of prototypical architecture, engineering, profiling, and
benchmarking.



