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Abstract

This is the proceedings of the Workshop on Tools For Grid Management that has been organized by the
Production Grid Management Research Group (PGM-RG). It contains the abstracts of the talks accepted
by the program committee and the presentations given at the workshop.
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Foreward

The Production Grid Management Research Group (PGM-RG) brings together grid practitioners to
discuss issues encountered in managing a grid and the hurdles, both technical and non-technical, to
overcome in moving a grid to the persistent or production stage.  The group also explores new
paradigms in supporting and managing grids.

The goals of this workshop were to explore tools, both available and under development, for managing a
grid.

Suggested topics for talks were

• certificate management,
• grid status monitoring
• user support tools
• software installation and configuration
• account management
• environment management

Due to the short time available to announce the workshop the presenters were chosen from submitted
abstracts as well as invited speakers.

Security Considerations

There may be security issues related to the individual tools presented at the workshop. These need to be
considered on a per-tool basis.

Author Information

The workshop was organized by the chair persons of the PGM-RG:

• Judith Utley, NASA Ames Research Center, USA, utley@nas.nasa,.gov
• Doru  Marcusiu, National Center Supercomputing Application, marcusiu@ncsa.uiuc.edu
• Franz-Joseph Pfreundt, ITWM, pfreundt@itwm.fhg.de

The authors of the individual presentations can be reached according to the information provided in the
respective presentations.
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Intellectual Property Statement

The GGF takes no position regarding the validity or scope of any intellectual property or other rights
that might be claimed to pertain to the implementation or use of the technology described in this
document or the extent to which any license under such rights might or might not be available;  neither
does it represent that it has made any effort to identify any such rights.  Copies of claims of  rights made
available for publication and any assurances of licenses to be made available, or the  result of an attempt
made to obtain a general license or permission for the use of such proprietary  rights by implementers or
users of this specification can be obtained from the GGF Secretariat.

The GGF invites any interested party to bring to its attention any copyrights, patents or patent
applications, or other proprietary rights which may cover technology that may be required to  practice
this recommendation.  Please address the information to the GGF Executive Director.

Full Copyright Notice

Copyright (C) Global Grid Forum (2003). All Rights Reserved.

This document and translations of it may be copied and furnished to others, and derivative works  that
comment on or otherwise explain it or assist in its implementation may be prepared, copied,  published
and distributed, in whole or in part, without restriction of any kind, provided that the above  copyright
notice and this paragraph are included on all such copies and derivative works. However,  this document
itself may not be modified in any way, such as by removing the copyright notice or  references to the
GGF or other organizations, except as needed for the purpose of developing Grid  Recommendations in
which case the procedures for copyrights defined in the GGF Document  process must be followed, or as
required to translate it into languages other than English.

The limited permissions granted above are perpetual and will not be revoked by the GGF or its
successors or assigns.

 This document and the information contained herein is provided on an "AS IS" basis and THE
GLOBAL GRID FORUM DISCLAIMS ALL WARRANTIES, EXPRESS OR IMPLIED, INCLUDING
BUT NOT LIMITED TO ANY WARRANTY THAT THE USE OF THE INFORMATION HEREIN
WILL  NOT INFRINGE ANY RIGHTS OR ANY IMPLIED WARRANTIES OF
MERCHANTABILITY OR  FITNESS FOR A PARTICULAR PURPOSE."



4

GWD-I                                                                                                                                              3-2004

Program Committee
The co-chairs of the PGM-RG served as the program committee for this workshop:

o Judith Utley, NASA Ames Research Center, USA, utley@nas.nasa,.gov
o Doru  Marcusiu, National Center Supercomputing Application, marcusiu@ncsa.uiuc.edu
o Franz-Joseph Pfreundt, ITWM, pfreundt@itwm.fhg.de

Workshop Presentations

• GSI Credentail Management with MyProxy,  Jim Basney, National Center for Superomputing
Applications (NCSA)

• A System for Monitoring and Management of Computational Grid, Warren Smith, CSC/NASA
Ames Research Center

• GRIP: Creating Interoperability between Grids, Philipp Wieder, Central Institue for Applied
Mathematifs (ZAM), Research Center Julich

• Grid Weaver, Peter Toft, HP Labs

• Automatically Establishing the Executive Environment for User Applications, Paul Kolano,
AMTI/NASA Ames Research Center

• Exegrid – Workflow Support and Resource Management, Jurgen Falkner, Fraunhofer Resource
Grid, Fraunhofer IAO

• Grid Packaging Using GPT 3.x, Patrick Duda, National Center for Supercomputing Applications
(NCSA)
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GSI Credential Management with MyProxy

Jim Basney, National Center for Supercomputinmg Applications ( NCSA)

Abstract

The Grid Security Infrastructure (GSI) can be a source of confusion and frustration for Grid users,
resulting in a support nightmare for Grid administrators. The process of initially obtaining a GSI
credential is one of the user's first experiences on the Grid: it should be as straightforward as possible so
users can get on the Grid quickly and easily as opposed to turning away in frustration. Once obtained,
the user's credential must be both well-secured and conveniently accessible

This talk will present the credential management services provided by the MyProxy Online Credential
Repository. Storing users' credentials in a MyProxy repository can ease credential distribution and
management. Rather than requiring users to go through a complicated PKI enrollment process to obtain
credentials, administrators can load user credentials into the MyProxy repository and simply distribute
passwords to the users for retrieving their credentials from the repository. Rather than managing
certificate and key files themselves, users can retrieve proxy credentials directly from the MyProxy
repository when needed. Administrators can easily update the credentials in the repository to renew
credentials or reset forgotten user passwords.

Grid administrators can use MyProxy to manage the security of credentials at their site. MyProxy can
enforce password policies to ensure that credentials are encrypted with well-chosen passwords. Efforts
for securing credentials and monitoring their use can be focused on the MyProxy repository, where the
long-term credentials are stored, rather than having credentials distributed across many end-user systems
out of the administrator's control. Users retrieve proxy credentials from MyProxy with short-lifetimes
that limit risk of compromise.

The talk will describe the current version of the MyProxy software along with our plans for future development.
More information available at http://myproxy.ncsa.uiuc.edu/
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A System for Monitoring and Management of Computational Grids

Warren Smith, CSC/NASA Ames Research Center

Abstract

As organizations begin to deploy large computational grids, it has become apparent that
systems for observation and control of the resources, services, and applications that make
up such grids are needed. Administrators must observe resources and services to ensure
that they are operating correctly and must control resources and services to ensure that
their operation meets the needs of users. Users are also interested in the operation of
resources and services so that they can choose the most appropriate ones to use. In this
talk we describe a prototype system to monitor and manage computational grids and
describe the general software framework for control and observation in distributed
environments that it is based on.

Presentation
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GRIP: Creating Interoperability between Grids

Dietmar W. Erwin and Philipp Wieder
Central Institue for Applied Mathematice (ZAM), Research Centre Julich

Abstract

During the short history of Grid Computing several implementation of Grid solutions
have been created. Most of them were started before the term Grid was coined and they
often took a different approach. Globus provides an elaborate, function-rich toolkit that
allows to develop Grid applications using documented interfaces and libraries. In
contrast, UNICORE implemented a vertically integrated solution that allows users to
create complex, interdependent multi-system and multi-site jobs giving the user
seamless, secure, and intuitive access to distributed computing resources, software, and
data. By design UNICORE and Globus complement each other; on the other hand
there is a certain overlap in components that were developed independently by the two
development teams

To exploit the respective strength of each of the systems project GRIP (Grid
Interoperability Project) was proposed to the European Commission and funded under
grant IST-2001-32257). The goals of project GRIP were: (1) Use the UNICORE client
to access both UNICORE and Globus controlled resources in a seamless fashion. (2)
Develop a cross-grid broker. (3) Demonstrate the interoperability using biomolecular
and meteorological applications. (4) Contribute to working and research groups of
Global Grid Forum.

The objectives of seamless job submission, control over jobs, and retrieval of results in
a seamless fashion have been demonstrated at the end of the first project year.
Generation of Globus proxy certificates has been integrated transparently into the
client. The server component of UNICORE, the Target System Interface, has been
extended to translate UNICORE constructs into Globus Resource Specification
Language and to return results created by a Globus system into the UNICORE data
space. Wrappers have been developed to allow to run applications, for example
commercial ones, for which no source exists, not only under UNICORE but also under
Globus. The experience the project gained so far will be presented

The inter-grid broker development and the collaboration in GGF is work in progress.
With the advent of OGSA GRIP proposed a change in the workplan to create
interoperability not only with Globus but with Grid Services in general. This change
has been approved by the European Commission and a first implementation will be
done in 2003.

Presentation
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GridWeaver – Large-Scale Fabric Management for Grid Computing

Peter Toft, Guillaume Mecheneau and Patrick Goldsack, HP Labs, George Beckett and Kostas
Kavoussanakis, EPCC, Paul Anderson and Jim Paterson, University of Edinburgh

Abstract

1 The GridWeaver Project

The GridWeaver project is a collaboration between Edinburgh University School of Informatics,
HP Labs in Bristol, and EPCC, as part of the UK e-Science Core Programme. GridWeaver is
focused on the research challenges of managing the configuration of very large-scale
computational infrastructures, especially those that form parts of computing Grids. Our goal is to
develop approaches and technologies that are capable of representing and realising complex
system configurations of hardware, software and services, across very large-scale infrastructures
incorporating high degrees of heterogeneity, dynamism and devolved control. More information
can be found at the project website www.gridweaver.org.

The talk for the PGM-RG Workshop will cover the following context, research problems, and
concrete areas of progress in the project.

2 Preamble: A Paradigm Shift for Computing

The drive towards Grid-based computing is one leading indicator that computing infrastructure is
in the initial phases of its next paradigmshift – where a new, over-arching computing model
replaces the previous one. As computer hardware has become more powerful, cheaper and
smaller, it is proliferating to an extraordinary degree.  And there realising the new paradigm
raises many interesting research problems. Grid computing research and development is
attacking many of the the upper layers of the problem space, providing ways to discover and
utilise appropriate resources in a global-scale computing infrastructure. The focus of the
GridWeaver Project is on the lower levels of the problem space, dealing with complex system
configuration. The ultimate goal of our research is to provide fabric configuration and
management solutions that are capable of handling the full complexity and diversity found in
emerging computing fabrics, and which are able to automate many node-centric activities that
would today need to be performed by people. Such solutions will be capable of (for example)
automatically configuring a complex Grid fabric from the ground up, to permit its participation
as an element in a global Grid.

3 Research Challenges

We see three key categories of research challenge:

1. Representing system configurations;
2. Using and manipulating system configurations;
3. Deploying system configurations.
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3.1 Representing system configurations

We believe that in order to manage complex system configurations, it is first desirable to have a
language-based system that allows us to express, manipulate, and reason about, all relevant
aspects of the the configuration. We further believe that this goal is best served by adopting a
declarative language for expressing configuration. Given this, research challenges include:

• The basic design of the language itself: we require a language that is able to express all
the necessary relationships between the configuration parameters that form part of our
system configurations. The language does not itself embody the models we are
representing, but it must be capable of representing all of the required attributes of the
models.

• Representing a wide spectrum of abstraction levels and levels of detail: we must be able
to express levels of detail and abstraction varying from very low-level device
configuration parameters up to large-grained entities such as clusters. This requires that
we be able to compose system configurations by building up highabstraction components
from lower level ones.

• Representing a rich range of dependencies between configuration parameters: this is vital
in order, for example, to support relationships between clients and

o Broad device and application support: in order to configure devices or software
components, the runtime deployment system must know how to configure these
elements. Typically, this requires that components be written that are capable of
interpreting configuration parameters for a device or application, and making the
appropriate configuration changes.

o Proxying: some devices will not have the required capabilities to be managed by
the configuration system, and will need to managed by proxies that can make the
appropriate control translations

4 GridWeaver Research

GridWeaver will not solve, nor even work on, all of the research challenges listed above. We are
currently focusing on a subset of interesting and challenging problems, including: • Development
of a suitable language system (syntax and language tools) for representing system configurations; •
Development of an experimental architecture for the runtime configuration deployment system; •
Design and development of a small number of system components to explore the use of the
language and to test the architecture; • Demonstration of the use of this approach by configuring a
fabric to support a challenging application. This is currently focused on automatically configuring
a Globus-enabled fabric from bare compute nodes. We have made significant progress on these
strands of research, by bringing together two technologies: “SmartFrog” from HP Labs, and
“LCFG” from the University of Edinburgh. We will discuss how these technologies are being used
to meet the research goals above.
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Automatically Establishing the Execution Environment for User Applications

Paul Kolano, AMTI/NASA Ames Research Center

Abstract

Grid computing promises the ability to connect geographically and organizationally distributed
resources to increase effective computational power, resource utilization, and resource
accessibility. For grid computing to be successful, users must be able to easily execute the same
application on different resources. Different resources, however, may be administered by
different organizations with different software installed, different file system structures, and
different default environment settings. Even within the same organization, the set of software
installed on a given resource is in constant flux with additions, upgrades, and removals. Users
cannot be expected to understand all of the idiosyncrasies of each resource they may wish to
execute jobs on, thus must be provided with automated assistance. In this talk, we describe a new
OGSI-compliant grid service that has been implemented as part of NASA's Information Power
Grid (IPG) project to automatically establish the execution environment for user applications.

Presentation



54



55



56



57



58



59



60



61



62



63

Exegrid - Workflow Support and Resource Management

Jurgen Falkner, Fraunhofer Resource Grid, Fraunhofer IAO

Abstract

Based on a newly developed Grid Application Definition Language Fraunhofer has developed
software to manage complex workflows on grids. Based on tge very general notion of petri nets*,
exegrid allows an easy development of applications on tge grid and supports automatic resource
brokerage. Exegrid will become free software within the next two months. www.fhrg.fhg.de

Presentations
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Grid Packaging Using GPT 3.x

Patrick Duda, National Center for Supercomputing Applications (NCSA)

Abstract

The newest version of the Grid Packaging Toolkit (GPT) has added enhancements to simplify
the deployment of software onto a grid. Specifically, GPT bundles have been improved so that a
set of packages can be managed in the same way individual packages are. GPT has also
improved its diagnostic capabilities for the analyzing of existing installed software. These
modifications allow for simpler maintenance of grid systems by allowing installed software to be
queried and have only the needed updates take place. GPT bundling data can now be used to
match a set of packages in an installation to bundle definitions that have been defined by a
distribution organization such as NMI or Teragrid. GPT has also been extended to work with
MDS and provide information about installed packages and bundles.

Presentation
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