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Grid Network Services

1 Introduction
[Franco Travostino]

Network services specialize in the handling of netwedieent or network-related
resources such as QoS classes, policy enforcemens,goipblogy data, network usage
metrics, etc. Examples of network services incldal@ transport service, network
advance reservation service, network QoS service, netwiorkriation service, network
monitoring service, AAA service, etc..

This informational draft describes how several netwerkises combine and yield a rich
mediation function between grid applications and legetworks. Through these
services, the network resource is seen joining CPU araggt@s a first-class, grid-
managed resource (and handled, as such, by a communitiulseher other OGSA
services).

A network service is further labeled a&eaid Network Service whenever the service
has roles and/or interfaces that are deemed to beisgedf Grid infrastructure. The
dominant foci of this GHPN effort are a) the relatitipsbetween Grid Network Services
and the known services forming the Grid infrastructuréhé)unctional characterization
of each Grid Network Service, and c) the interplay amorng etwork Services and d)
their interoperability requirements across multi-dongdtents. The specification of any
particular Grid Network Service (e.g., in terms of ittual portTypes) is out of scope.
The breadth exercise captured by this document is meapaten depth work around
several Grid Network Services, resulting in standarcktdbcuments homed in either
existing working groups or new working groups within the GGF.

2 Overview of Grid Network Services
[Franco Travostino]

Network services assist a grid infrastructure in diffeveays. In the simplest setup, a
grid application (or a grid infrastructure on its behadijsults a Network Service as if it
was an omniscient oracle (e.g., a directory service) @splgin question/answer style of
interaction. In more complex setups, Network Servingsgact with one another to
realize one or more end-to-end feedback loop cyclem:(abserve + request + provision
+ act). Application requirements, policy considerati@ml broker’s directives are
continuously injected into these feedback loops via egpe$anguages and machine
interfaces (as opposed to, say, point-and-click sessiowendry operators).

! Authentication, Authorization and Accounting
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Figure 1 shows an example of notional network sengogsged in a fairly complex set
of feedback loofs Applications’ demands, policy, and network’s observedrics
(capacity, latency, jitter, loss, etc.) are continupusédiated, resulting in data
marshalling and provisioning actions upon the network andéoemnd-systems.

Applications ’

Grid Broker

demand

{

7 _ Alert,
Negotiate [ Provision,
Transfer
Network(s)
| supply
Detect /

N O

Figure 1. An example of Network Services in action
(e.g., for an hypothetical bulk data mover)

Network Services

The various flows defined by boxes and edges must operatseicure fashion across
1...N administrative boundaries. For some of the edge® thay be WS-Agreement
Initiators and Providers at the opposite ends of the edge.

In Figure 1, the edge labeled 1 is meant to capture tloeviof concept: there are
mechanisms for the application (or the Grid infrastmecta its behalf, e.g. a broker) to
invoke services, and pass on to these services paraliiletatata rate profile (time vs.
rate), total data amount remaining (estimation or agtaat} other characteristics
associated with the data stream and/or the service tetuasn, these parameters aid
network services in predicting and optimizing the utii@aof network resources,
resulting in greater satisfaction and/or cost efficiesito the end user.

With regard to the edge labeled 2, a designated service miigtamoapplication (or the
Grid infrastructure) of those events that the appbeatias negotiated and registered

% This picture was inspired by earlier QoS research aopdre DARPA Quorum effort. http://www.dist-
systems.bbn.com/projects/QUOIN/FinalReport/ QUOINFinatRepdf,
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for. It must tell an application if it is admissi@ontrolled out (be it a capacity or a
policy issue). It must provide timely notifications ofSkiolations to an application.

With regard to the edge labeled 3, when appropriate, creditedes can dynamically
(re)provision network aspects (e.g., to tap on eithéidengineering fixtures or
TDM/WDM circuits upon a very large bulk transfers).

This document focuses on the role of boxes such asyPblegotiate, Alert, Adapt, and
Detect, and the directed edges connecting them.

The Grid Network Services are those boxes and their derivatives which arettlirec
exposed to elements of the Grid infrastructure (suchuasvarsal Grid broker for alll
resource types). For these elements to interoper@&Frasanctioned Grid interface is
necessary. Examples of Grid network services includend-to-end bandwidth
reservation service, a store-and-forward data moveicser

On the contrary, the network services are representdtbbg boxes and their derivatives
which are not directly exposed to elements of the Gridstfucture (e.g., they only
interact with other network services, network conpdahes or management planes). For
these, a GGF-sanctioned interface is a sufficidsgitahot necessary implementation
choice. Examples of network services include: a domaioHgpeandwidth broker, a
network directory service.

It is appropriate to think of the network services formingaciical underlay to the actual
Grid Network Services, as pictured in Figure 2.

% As shown throughout this document, the NM-WG already fiatsunderway to define several aspects
of the “Detect” box.
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o ;
Applications
GRID NETWORK SERVICES Grid Broker

NETWORK SERVICES

Network(s)

Figure 2. Grid Network Services vs. Network Services

In scoping Grid Network Services, we adopted a rigorous tepr@pproach. Supported
by field experts, we documented Use Cases of the “blaxktipe, in which we focus

on requirements and the user’s experience, while weustusty avoid anticipating any
implementation detail. The Use Cases cover a rebsoheoad spectrum. While HEP is
a most popular and fertile ground for Grid Use Cases,ave Attempted to blend in less
mainstream Cases, such as the one of sensors wveithmitient connectivity. The outcome
of our exercise is captured in the Use Cases draft [ref]

From Use Cases, the next step is to carve out GriddvktServices that have purpose
and applicability within some key areas. Throughout thiggfiois crucial to avoid the
syndrome of making “least common denominator” choicas¢an dissatisfy everyone.
As well, it is important to avoid exceedingly speciatizhoices that are self-serving to
one Use Case only, or one discipline only.

Once a Grid Network Service is sketched out, severaliqnesteed to be answered.
What's the interface that the Grid network serviceoses to a Broker or another element
of Grid infrastructure (i.e., the northbound interfac@jat's the schema for the

attributes to the service? Which other network serwloes this service depend upon, are
they available today, or are they beyond the stateecdutt? How is the service broken up
in multiple instances across multiple administrateenains, do we need standards for
inter-domain service exchanges?

The following sections introduce Grid Network Servicesl attempt to answer these
guestions.
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3 Grid Network Services

3.1 The Store-and-forward Data M over

What it does. Why is this a useful service, and to whom?
311 Purpose, usage, and limitations

3.1.2 Service functional specification

3.1.3 Service components

3.14 Other Grid and general network services used
3.15 Interfacesto the Grid

3.16 Security

3.2 Another Service

What it does. Why is this a useful service, and to whom?

321 Purpose, usage, and limitations

3.2.2 Service functional specification

3.2.3 Service components

3.24 Other Grid and general network services used
3.25 Interfacesto the Grid

3.26 Security
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4 Grid Network Services or Network Services?

[FT:

This text predates the Use Cases analysis.

Q: Do we believe that these are Grid Network Serviadger than Network Services?

If the latter were to be true, is there a reasannly GGF should standardize them (as
opposed to IETF, WS, DMTF)

| kept these two sections by Paul and Mark, becauseasiey number of good
guestions, which may help us answering my earlier Q.

IFT]

4.1.1 Network Information Service (a proxy to NM-WG)
[Paul Mealor, Mark Leese]

[Request for feedback (Mark and Paul)

While we are clear on the collective role of thewwrk information and monitoring
services, we are much less clear on their divisioregiionsibility. Our section currently
has very little (if any) separation between the two.

1. The network information service provides an interfacenéomonitoring service. This
appears to be the position adopted in other sectiotieeafocument. However, if the
information service is merely some form of “wrappes’the monitoring service, it
begs the question, why not just send requests to the mogitervice. What extra
value does the information service provide?

informatior
~ service

Requet for test, data
or event notification

<

monitoring
service

client

Result or even
notification

Figure 4. Information service as a “wrapper” to monitoriagy/e

2. In the second option, the client interfaces to bothises: the monitoring service to
request new measurements (and possibly an event nabifigadind the information
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service to request historic data or the results of tathhes has just been run on the
client’s behalf.

clients

request new measygment

monitoring
service

performanc date

request data route database

information
service

IS Vi res
monitoring points \*—\O

Figure 5. monitoring service for tests, information serWacalata

perfomance database

Figure 5 attempts to summarise the idea. Requests for nesureenents are sent to
the monitoring service, which co-ordinates monitoring noideperforming tests.
Once a test is complete, a monitoring node stores abielts in a database. The
monitoring service may then indicate to the client ttie results are ready for
collection. The client can then request the data, vienfbemation service, and can if
it wishes request non-monitoring information, such asildetbroutes and topology.

How this is achieved is largely irrelevant at this stMye.are only interested in what
each service does.

3. The third option is to divide the services based on thenrdtion they provide, for
example:

I nformation Service Monitoring Service
Network topology Measurement data
Route information Event notification

Table 1. information and monitoring service versus infoionatypes

4. A précis of Franco’s proposal is:
The difference lies in the lifecycle of the data stior& network information service
is a directory service. Data changes very infrequerthe data that is stored is
considered as authoritative. For a network monitoring setviwever, data changes



draft-ggf-ghpn-netservices-1 Informational Track August 2004

all the time, and that data can be considered as onpsanable indication of what's
happening. It is (as Franco puts it) “yesterday's newd'saould be treated as such.

5. It could even be decided that having two separate sers&cgss no real benefit, and
that a single “information and monitoring service” seewvould suffice.
End-of-comment]

4.1.2 Network Monitoring Service (a proxy to NM-WG)

[Paul Mealor, Mark Leese]

Traditionally, network monitoring has been driven by the neeedault detection and
performance prediction. While this remains true in Grigi®mnments, a significant new
concept is introduced, that of publishing performance data td &pplications,
middleware and the network fabric. This radical chandeaow systems to both adapt
to changing network conditions, thus optimising performaaoé, also provide support
for the Grid’s much touted self-healing capability.

As figure 6 shows, the service’s potential clients awenerous and varied: Grid

middleware and end-user software (Grid applications), rotiework services (e.g.

network cost function), network administration softejasuch as admin tools used by
human administrators in ‘network operation centre’ emrments, automated test
systems (e.g. [17]), and finally, corresponding monitoriegvises in other network

domains.

R

Network | Network | Network
domain X E domain Y E domain Y
| . Network i
| Operations ' |
| Grid NOC i
i Applications Admin !

: Software !

i A A i
| 4 4 |
i Grid Automated !

! Middleware Test '
| Systems :

' A A '

E v y v y v E
Network | | | Network P : | Network
Monitoring [ C Monitoring N Monitoring
Service ! Service ! Service
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Other Other Other
Network Network Network
Services Services Services

Figure 6. Clients of the network monitoring service

This section introduces the principle requirements f@rid-enable network monitoring
service, first in general overview, including the high-legeals of system, and then in
more detail. It will also, where appropriate, make suggestibout how these services
can be provided.

4121  General Requirementsand High-level Aims

In reference to the overall aim of GHPN'’s networkvgees, the network information and
monitoring services are to provide the functionalitytted “Detect” box shown in figure
1. As suggested elsewhere in this document, these servideanswer questions

concerning network status and performance from grid applisatiod middleware, other
grid services, such as a network-cost function, and thveonletfabric. The information

and monitoring services are expected to fulfil the nekwelated aspects of ‘observe’ in
the observe-request-provision cycle typically assodiatiéh Grid resource usage.

Of existing network monitoring efforts, Clarke in the “@G#letwork Interface” section of

[18] comments that there are many excellent monitonitgaiives operating throughout

the world, but highlights that although many are based @same core set of monitoring

tools, none lend themselves to either:

a. being used collectively to provide information along a plete network path, or

b. being used as low level monitoring services, providing netwaofé&rmation to
higher-level functions such as resource scheduling, ar 8& monitoring

Agreed interfaces into these architectures are cleadged to allow access for resource
schedulers and the like, and other network monitoringeeyst in the latter case to
achieve the somewhat utopian state, whereby sets ofopeteous monitoring
infrastructures, in different administrative domaioan interact to provide information
for network paths spanning the globe.

We would now appear to reach a cross roads, where wedertide between developing
Grid network monitoring servicede nouveauor Grid-enabling present architectures.
New services could be carefully tailored to the Grid,diuhe expense of being unable to
leverage current architectures, e.g. for existing mongonode deployment.

It would seem sensible at this stage to leave our optjes, and attempt to consolidate
the views of the Grid specific and wider network moniigrcommunities. To do this we
must consider the heterogeneous nature of current miogitarchitectures, and as a
result, to a large extent ignore how Grid monitoringvises could be implemented,
focusing instead on defining the functionality and inteato access that functionality
that monitoring architectures will need to provide to beluse Grid environment.
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It is possible of course to define how Grid network momitprservices could be
implemented, as there may be some inherent performgaire in this. However,
providing such an implementation should not be enforc¢esl sufficient that the required
behavior and interfaces are supplied.

So, in general terms, a network monitoring service shall@v authenticated and
authorised users to request:

historic performance data, from the running of previous tests

real-time performance data

new measurements, which miaad to the running of tests

future performance data, based on the assumption test ia tlready scheduled
future performance data, as a prediction

event notifications, as a similar concept to SNMP traps

oghrwNE

Even at this high-level view of requirements, thereadmeady several points of note:

o In relation to points 1 and 4 above, regularly schedulets tedl need to be
performed to provide users with data or predictions rejgigriods where they have
not requested the running of tests.

o Points 3-5 above imply that it should be possible forea ts select whether a data
request will ever result in the running of a test.

o As figure 6 suggests, it is expected that requests will wamosa multiple
administrative domains. In addition to this direct regpnent, it is clear monitoring
services will also need the ability to discover furthenitaring services.

o So far, we have discussed the monitoring service asgesentity. It is entirely
possible that it will decompose into several sub-sesvice

o Further, many of the detailed requirements will makeregiee to “services” and
“monitoring points”. These services could be the networkitadng service as a
whole, or one of its possible sub-services. Servioesral “monitoring points”, the
entities which make actual performance measurementsic&erand monitoring
points have one-to-one or one-to-many relationships.

And in terms of making requests and receiving results:

o0 Requests for data and tests, and the publication of penicar@ata should in the
main make use of the work of the GGF NM-WG group [19], Waee defined XML
schemas for such tasks.

o Internally, a monitoring service can use any communicatioethod deemed
appropriate, but the NM-WG approach should be supportednaitierAn example
of internal communication is that between a monigpréervice and its monitoring
points (the nodes that actually make measurements).

o Interim communication, that taking place between a réchesag made and a result
being returned, is yet to be addressed.

0 A means for requesting event notifications is yebeodefined. In the strictest sense,
event notification is a monitoring not measurement,taskd may be deemed by NM-
WG to be outside their scope.

10
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4.1.2.2 Detailed Requirements

AAA control

1.

It must be possible to restrict access to a servicany part of that service, based on
the client’s identification. Put another way, it rhibe possible to control which users
have access to a service, and what they are able to do.

High-level access restrictions could include whetthrenot users can request inter-
domain tests, or the frequency with which test requestsbeamade. Low-level
restrictions could include controls on the duration offifi#d] tests, or the number of
parallel TCP streams that can be used during those speafitests.

The list of possible access restrictions is potéytigery large. For flexibility, the
granularity with which access is controlled should bethe discretion of those
implementing the service.

Services must be able to authenticate and authorise dretviéerent administrative
domains.

The service should report if a request is to be refused.

Explaining the reasons for refusal, and the detailrgiveany explanation is at the
discretion of those implementing and operating the sert is expected that some
implementations may want to explain to the cliemst teason for denial, whilst other
implementation, perhaps for security reasons, may not.

Delegation

1.

It must be possible for taking of measurements, and aioy pegotiation, to be
delegated to other components within the system.

An example is given by the existing Internet2 piPEsiggcture [17]. The principal
building blocks of piPEs system are PMCs (Performdvieasurement Controllers)
which direct PMPs (Performance Measurement Points)noldes which make actual
performance measurements. A request for a new measureitidie sent to a PMC.
The PMC decides which PMPs should be used to make thsureezent, before
forwarding on the request to omd the selected PMPs. The PMP receiving the
request then negotiates with the remaining PMP to schdulaéasurement.

In general, it must be possible for services to haretjeests for measurements that
do not directly involve the hosts on which those serwiges In more simple terms,
the monitoring service and the monitoring points for Wwhicis responsible do not
have to be hosted on the same machine.

It should be possible for servicesrtder clients to other services. Onceedierral has
been received, the client can contact the further gemdirectly, freeing the initial
service for other duties.

Discovery

1.

It must be possible to discover the services responsibke fparticular host (given the
proper authorisation). This is perhaps best illustrateéd avreal world example, as
shown in figure 7.

11
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Let us assume that a large dataset from the plannegk Isydron Collider (LHC)
facility at CERN is available for distribution to oth@stitutions, such as Rutherford
Appleton Laboratory, where it will be processed. A hiae at RAL is acting as an
LHC Tier-1 server. Given the amount of data to be fearesd, it is quite reasonable
for the RAL server to request information about netwonfgpmance between itself
and the LHC data store.

It is infeasible to perform tests directly between ¢hemchines, or to be holding past
performance data directly associated with them, on whiddictions of future
network performance could be based. In reality thesemsgscould be any node in
the RAL and CERN domains, and so this would require testtiinality to be
installed on every node in those networks, and regulaedsded tests to be run
between all nodes to build up a collection of historidgrenance data.

Instead, the required performance information is apprdeunéo the RAL-CERN
performance data held by the network monitoring services amitaming points
“nearest” to the tier-1 server and data store. Thesefor a given host, it should be
possible to find the network monitoring service with thestrappropriate data for
that host.

. RAL CERN
Net Mon MP MP Net Mon
Service Service
. nearest monitoring points
JrsSSnY
Tier-1

Figure 7. Monitoring point discovery

The discovery mechanism should be flexible, with tywtiams shown in figure 8. The
left hand example shows the client as responsibldof@ating the most appropriate
monitoring service, via some form of discovery servicethe right hand example,
the location task is part of the monitoring servicectfiomality, meaning the client
need only make a simple test request (the location agpé@nsparent to them).
Service implementers should not be forced into eitp&on.

12
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@ @

3. | 3.
' 2. service
Network . - discover Network
i Monitoring : Service /o1y Monitoring
Ser\_/lce : ! Registry (location) .
Registry Service : request Service
A : y
1. service discaovery |
: 2. test request | 1.
(location) regﬁé\gt q ! test request
Client ! Client

Figure 8. Possible discovery mechanisms

It should be possible to discover the types of measutsr{gmracteristics) available

from a particular service, and the parameters that essebfor those measurements,
and the acceptable values of those. This informatiakeasy/Ito be used in a resource
and capability discovery context when searching for sesvic

Requestsfor existing results

1.

It should be possible to request the value of any measuoteaselong as it is
available. When a measurement is not available, mildhoe possible to request the
running of a new test, a prediction based on existing dataléser “Prediction”
section), or no further action.

The service should not be constrained to currently defotearacteristics, i.e. it
should be extensible.

Measurement results should be available encoded using NMWG
NetworkMeasurement schema [19] (or another appropriaté fétowever, it should
be possible to specify that results are transferred infamg supported by both
service and client. It is recognised that XML, as usedtHey exising NM-WG
schemas, may not be the perfect medium for tramsfeextremely large volumes of
data. Other, more compact formats should therefospported.

It should be possible to request measurements which wede m#h particular
parameters, including ranges or choices of parameters.

It should be possible to request statistical summarieslabh. However, which
summaries are supported is matter for service implesrgent

It should be possible to request any number of measuremihits a particular time-
range.

13
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7. It should be possible to request and receive notificatiachange in the status of a
network. Initially, only notifications of new measurems need be supported.
However, this functionality can be extended in the ®itas appropriate.

Predictions

Monitoring architectures such as the Network Weather &eij\@2] are able to make
predictions on the future state of networks. Where digien capability is available,
services should be provided that meet the following requinesne

1. It should be possible to request predictions for the vafumeasurements that have
not actually been made.

2. Requests for both future and past predictions are accefdtabite. case of predictions
for past measurements, the prediction should be geddgtanterpolating “nearby”
actual measurements.

Under normal circumstances, a request for past data veeutckpected to return the
chronologically closest measurement. The followingregle hopefully highlights the
validity of the past prediction option: A user involvedprforming a file transfer on
a Thursday afternoon at 17:00 would likely request a prediofiperformance based
on measurements made on previous Thursday afternoonsoat 1[7:measurement
data was only available for 16:00 and 18:00 however, an insggabprediction may
prove more representative than either the 16:00 (withinking day) or 18:00
(working day over) data.

3. Requests for predictions must be distinct from requestidar measurements or
historic data. This allows users to select whether tbegive real data or a prediction.
And there are further advantages for future data requesssly, users gain some
control over whether a test will ever be performiedv{ll not if a prediction has been
requested). And secondly, requesting a future predictiowsllosers to receive a
value, albeit a prediction, without having to wait for almeasurement to be made.

Client requestsfor new measur ements

1. It should be possible to for users to request new measurgmen

2. Further, it should be possible for users to request stdwdaf one or more
measurements, made at different times, with diffepemameters, between different
hosts, or any other setting.

3. Users should understand that measurements may notde exactly when or how
requested. This may be because a component contributitize t;measurement is
unavailable at the requested time, or because of aadsstion issues (as outlined
in the “AAA control” section). Rules governing acceptatdiation from a schedule
of measurements may be required.

4. It should be possible for users to be able to negotises#ttings of requested
measurements, with the service handling their requegjotidéing the exact details
of measurements in advance may be impossible, quitdysbepause some existing
systems (which we wish to bring within the scope of thisudwnt) cannot guarantee
that test requirements are met e.g. they perform fhastite” scheduling and do not
know in advance if a requested test can be performedaaetiethe desired time.
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5. It should be possible to update or remove a particulaedsdd of measurements,
given the proper authorisation.

6. It should be possible to track the progress of measutenmera schedule. That is, it
should be clear when a measurement:
a. has not yet been made;
b. has been delayed for some (any) reason;
c. has been cancelled;
d. has been made; or
e. is in some other state.
Clearly, in a schedule, especially a repeating scheduserdporting could be quite
complicated.

Note that users are not expected to interact with scredukevery case. This could take
place via the network monitoring service. For example, ea u®uld not request the
creation of a schedule of tests. They will simplguest a new measurement, and an
appropriate schedule may then be created on theirfbehal

Querying requests for new measurements

1. Services should be possible to find out if any measurenaeatto be made at any
particular time. This will aid in the scheduling of test¢hether users have access to
this information is at the discretion of the monitorgegvice’s implementers.

2. Users and other services should also be possible todind any measurements were
made at any particular time. A possible use for thidifiaés in fault detection. If a
user or service detects an anomaly in performance atieutar time, they can verify
if an event (such as a bandwidth intensive test) toatea that time, accounting for
the anomaly. Of course, this would apply to all nodes@h test path, not just those
at the ends.

3. As a collective option, it should be possible to examan overall (or as close as
possible) view of all measurements made or to be made.

4. It should be possible to narrow these queries to p&tiservices, hosts, routes or
some other criteria.

Service requests for new measurements

In most instances, making new measurements requireshéhaodes at both ends of a
test path are activelpvolved in making the measurement. An iperf [20] test kameple
involves the local and remote ends executing iperf clemi server applications
respectively. As a result, local and remote ends béllrequired to negotiate over the
running of tests. In the main, this will be to check thaequested test is permitted, and
that the required resources are available.

Even tests where one might not expect both ends tactieely involved may require
negotiation. One could expect a ping test to require gotiaion, citing that the node
receiving the ICMP echo requests is expected to respond atitalyy. However, such a
test may require temporary holes opening in a site filesiate many sites block ICMP
traffic. Further, it could be desirable to check that othsts are not being performed: a
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bandwidth intensive test to the other machine having the mdtenskew the path’'s RTT
for example.

As detailed requirements:

1. Services must be able to negotiate the timing of a measutesuch that it does not
interfere with other measurements. Where agreementotaom reached, it is
acceptable for requests to be refused. There are threblposolutions to this
problem, classified by which ends of a test path haveelegant resources reserved:
none, one or both.

No reservation

Schedule negotiation need only happen on a last-minute Basisis, the negotiation
need only start at the time when the measurementhie toade. In this scenario the
monitoring service contacts the local monitoring painask if it is available to run
the required test. If “yes” the monitoring service or muanity point contacts their
remote peer (service to service, or MP to MP) to askeifremote end can also run
the test. If also “yes” then the test can proceelittier is “no”, the request can either
be rejected, or reattempted after some arbitrary delay.

This method works on the assumption that measuremelhtisewnfrequent, of short
duration € 30 seconds) so that any delay will be minimal, and thainy event, a
delay can be tolerated.

The clear advantage of this method is that of theetbigions, it is the simplest to
implement. The disadvantage is that measurementbeatelayed or in the worst
case, cancelled.

Both ends reserved

It would also be possible for two services to negotatehedule in advance of the
actual measurement, if both services supported this. An@gas shown in figure 9.

Figure 9. Test path end node reservation

Request for test at 12:00 received by monitoring point A

‘A’ reserves the required resources for 12:00

‘A’ forwards same test request to ‘B’

‘B’ is also available, so also reserves the requiesdurces

‘B’ confirms to ‘A’ that it is reserved for 12:00

‘A’ confirms to the requesting system that the 12:00 tastproceed
‘C’ forwards a test request for 12:00 to ‘B’

Noos~WNE
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8. ‘B’ responds that it is busy at 12:00, thus ‘C’ cannot disrupilans of ‘A’

The advantage in this case is that measurement resoameaeserved in advance,
allowing a test requestor to be confident that its measmenwill be made, and at a
time at least approximately equal to that requested. Thiesat the expense of
providing the implementation to do so, the possible cermy of which should not
be underestimated.

One end reserved

The final option is the compromise, whereby just ona tdst path’s end nodes, the
node associated with test requestor, is reserved. Thidchprovides some guarantee
to the requestor, in that the local node will be nesgrfor their request, but again
works on the assumption that tests will be infrequemtthat in all probability, the
remote monitoring point will be available at the requiiete.

In summary, the decision over which method to suppoltmakt likely be governed
by how important the measurements are deemed to beexaonple, if a Grid
middleware considers it crucial that it has new perfoxceadata available every 10
minutes, the functionality to reserve both ends of riguired test paths must be
available and exercised, to ensure that the required pesoare available at the
required 10 minute intervals. If however, the middlewaperatives believe that
delays in obtaining such performance data can be tadertiten there is no need to
reserve either end of a test path, and no such fumaditipneed be provided.

A complicating factor in this decision is that at thme of writing, there are few Grid
applications, middleware or monitoring architectures mgkiequests for network
data. As a result, it is difficult to estimate tihecquency with which network tests are
likely to be requested in Grid environments, and thus wietprobability is of a
measurement being delayed because of test contemtianylcase, the decision is at
the discretion of the service’s implementers.

2. Services must be able to discover the capabilities of sdm@ices in order to choose
the best tools and parameters for measurements.

3. It must also be possible however for a service to negdti@ tools and parameters to
be used in making a measurement, such that it does noteratavith other
measurements. For example, a system may allow 30déoeri tests to be run, but
not during periods of severe loading, when a shortedtestion must be negotiated,
dependant on the level of loading.

It should be noted that bringing existing monitoring architestwnder the umbrella of
this document may require services to have the aldlitydicate that time and test
parameters are to be negotiated via an out-of-banch@ireGrid services) mechanism.
An example of this would be a proprietary MP to MP protosuch as that used by the
Internet2 piPEs architecture’s [17] OWAMP tool, which hasraernal mechanism for
“last minute” test scheduling.
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4123 Use Cases
To be added.

4.1.24  Network Monitoring Service Components

In most cases it is undesirable to functionally decompbsetasks of a web or Grid
service into several sub-services, the overhead ofased inter-service communication
making the collective service highly inefficient. Sub-seesi are used in this case for
flexibility, and to prevent monitoring architectures beingcéat to provide functionality
that is either unnecessary or inappropriate. The UkcienSe network monitoring
architecture [22] for example, makes regularly scheduled, test has no mechanism for
accepting test requests. In this case the architecturelweeld to implement a ‘results
service’ for providing access to collected measuremeuts)di a ‘scheduling service’.

This approach complements the OGSI service requiremertoherence, in that each
portType should accomplish one clear task only (se@segtl.3).

Figure 8 shows the results of decomposing the monitoringicee where MPs are
Monitoring Points (the nodes which make performance measnts).

Admin Troubleshoot- Network Cost
ing Services Service
Negotiation Scheduling Results

Service <= Service <= Service

) AAA Network Info
Restilts Service Service
database

Grid network monitoring service sub-service

Grid or Grid network service

Figure 8. Network monitoring services and their interastion

A Network Monitoring Schedule Serviggovides an interface to control a single
schedule of measurements, with the option of retrievingsomement results as they are
made, possibly via a notification scheme. In order to naakeeasurement, the NMSS
locates the Network Monitoring Negotiation Service Fac{ege below) responsible for
the sink of the measurement using a Network Informebervice. The NMSS then acts
as a client to the Negotiation Service. The NMSSreport the status of the scheduled
measurements.
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The Network Monitoring Negotiation Servicglows monitoring services across many
administrative domains to negotiate for new measuresmierite made, and settings, tools
and timing that would be mutually acceptable. A single NMN@®rasponds to the
interaction between two services making a measuremgihey agree the settings, tools
and timing of a measurement. A client wishing to make ssureaent locates an NMNS
factory using the Grid/Network Information System, and retpen instance of the
NMNS ahead of time. The client may negotiate a timg, she appropriate tools to use
and acceptable parameters for the measurement. Sonseirer@ant systems do some
negotiation out-of-band, so the service must be abledcate fuzzy guarantees and
indeed non-guaranteedlote: The Network Monitoring Negotiation Service may be
described as a specialisation of the WS-Agreement Semvicas Advance Reservation
Service. How this fits with the NMWG request schemakwmeeeds to be a matter for
some discussion.

A Network Monitoring Results Serviggovides an interface to extract measurement
results according to some query, and the option oEkétig measurement results as they
are made, possibly via a notification scheme. Each EMRndles a single query
expression, but may provide data for some time as nawehing data is measured. The
soft-state lifetime management of a Grid Service canseel to limit the amount of time
an otherwise open-ended query would take. If necessay\NKMRS could invoke the
Network Monitoring Schedule Service to make up-to-date measunts if none are
available, or could even add or change schedules.

A Network Monitoring Predictions Servigerovides an interface to extract predicted
values of measurements if they are available. Inteigmblaistorical data might also be
counted as a prediction (i.e. “If a measurement was raadleat particular time, what
would its value be?”). This service responds to measurteragoests in a very similar
way to the NMRS, and could provide up-to-date informatiomes historical data is
available, and so both should be derived from a commontances

Clients of the Negotiation and Scheduling Services willrégtricted in the level of
service they are authorised to access: they might $icted to certain values of
measurement parameters, service instance lifetimes, fiteguency or any other
restriction. These policy-based restrictions will lmndied by a separate AAA Service.
Clients of the Results Service may also face polaseld restrictions that should also be
handled by a separate AAA service.

4.1.3 Data Transport Service with Network Quality of Service

[FT: the original text can be found in draft-ggf-ghpn-netservices+@eiithe top-down
approach that we’ve adopted, it's premature to talk about this serviteitetms that it
was written in netservices-0.]

19



draft-ggf-ghpn-netservices-1 Informational Track August 2004

4.1.4 Networllf Advance Reservation Service and Resource M anagement
Service

[FT: the original text can be found in draft-ggf-ghpn-netservices+@eiithe top-down
approach that we’'ve adopted, it's premature to talk about this serviteitetms that it
was written in netservices-0.]

4141  Network resources. the Path example

[FT: the original text can be found in draft-ggf-ghpn-netservices+@eiithe top-down
approach that we’ve adopted, it's premature to talk about this serviteitetms that it
was written in netservices-0.]

4.1.5 Connectivity Service

[FT: the original text can be found in draft-ggf-ghpn-netservices+@eiithe top-down
approach that we’ve adopted, it's premature to talk about this serviteitetms that it
was written in netservices-0.]

416 Network Cost Estimation Service®

[FT: the original text can be found in draft-ggf-ghpn-netservices+@eiithe top-down
approach that we’ve adopted, it's premature to talk about this serviteitetms that it
was written in netservices-0.]

5 Common Interface Design Principlesfor Grid Network Services

5.1 Interface Design Principles
[Doan Hoang]

The section is organized as follows. First, some usgefinitions of Web Services and
Grid Services are put forward to set the context for dieganterface design principles
(or design guidelines). Second, a Grid Service Interfadefined. Finally, some
guidelines are provided.

511 Web service/Grid Service Definition

Web services are self-contained, self-describing, modafaplications” that can be
published, located, artgipically (but not necessarilyfivoked using standard HTTP over
port 80. Web services can perform functions which aréharyyfrom simple requests to
complicated business or scientific procedures.

* Some of the ideas described in this section are borrraedthe GARA Advance Reservation toolkif |
and they reflect the work developed in the framework ®1 8T project: DataTAGZ].

® The service described in this section was defined mpteinented in the framework of the IST Project
DataGrid [L1].
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The W3C Web services Architecture working group provides$alf@ving definition: A
Web service is a software system designed to suppomp@eble machine-to-machine
interaction over a network. It has an interface dbsd in a machine-processable format
(specifically WSDL). Other systems interact witle \Web service in a manner
prescribed by its description using SOAP messages, typaaiyeyed using HTTP with
an XML serialization in conjunction with other Welaked standards [?]. The main
difference between a normal remotely-invoked applicatiod a Web service is that the
latter has an XML-based interface description thablkesait to be self-describing. Once
a Web service component is deployed, other applicatemsliscover and invoke the
published service via its interface.

A Grid serviceis a WSDL-defined service that conforms to a set of caiesrelating

to its interface definitions and behaviors. OGSA spexifiiree conditions for a Web
service to be qualified as a Grid service. First it masdrbinstance of a service
implementation of some service type as described ab®geond, it must have a Grid
Services Handle (GSH), which is a type of Grid &)f the service instance. The GSH
is not a direct link to the service instance, but raitherbound to a Grid Service
Reference (GSR). The idea is that the handle pro@desnstant way to locate the
current GSR for the service instance, because the G§RImange if the service instance
changes or is upgraded. Third, each Grid Service instanseimplement a port called
“GridService portType.” This portType is analogous to theel@bject class within
object-oriented programming languages such as Smalltalk @aidévat it encapsulates
the root behavior of the component model. The behawapsulated by the
GridService portType is that of querying and updating againseth&sData set of the
Grid service instance, and managing the termination ahgtance. The portType has 5
operations:

1. GridService::findServiceDataThis operation allows a client to discover more
information about the service’s state, execution enviemtpand additional semantic
details that are not available in the GSR. In genthisltype of reflection is an
important property for services. It can be used by tieatchs a standard way to learn
more about the service.

2. GridService::setServiceDatarhis operation allows for the modification of a service
data element’s values.

3. GridService::requestTerminationAfteThe request specifies the earliest desired
termination time.

4. GridService::requestTerminationBefor&he request specifies the latest desired
termination time.

5. GridService::Destroy This operatiomxplicitly requests destruction of this service.

OGSA framework demands that a service be representese#fscantained, modular
entity that can be discovered, registered, monitonstiamtiated, created, and destroyed
with some form of life cycle management. To assisttiessaging, discovery, instance
creation and lifetime management functions required Gyid service, the OGSA
defines a number of standard Grid Service pdtificationSource,

6 Universal Resource Identifier
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NotificationSubscription, NotificationSink, HandleResolver, Factory, and&@®&sroup.

A Grid service hence always requires a hosting environtogmnbvide supplementary

functions including Global Information Services and Grat @ity Infrastructure and to
ensure that the services it supports adhere to defined Gridessemantics.

It is clear from these definitions that Web servieegphasize on stateless interactions
and Grid services concentrate on stateful resourcesitist be shared and managed.
Stateless interaction enhances reliability and scélakal stateless Web service can be
restarted following failure without concern for its histof prior interactions, and new
copies of a stateless Web services can be createdulasebisiently destroyed) in
response to changing load [2]. However, to deal withesheesources within a dynamic
environment, it is desirable to model resources as audtatdfty that can be discovered,
shared, and managed. OGSI chooses to adopt this model. n@@&ls a Grid service
as a stateful entity that can be pointed to, opeade,uand managed in a manner similar
to an object. The @l service specification, however, does not require, nor does itrgreve
implementations based upon objeathnologies.

51.2 Grid Service Interface definition

A Grid service’s interface is defined by its service desiom; comprising its portTypes,
operations, serviceData declarations, bindings, messagkesypees definitions. A Grid
service description describes how a client interadts sé@rvice instances. The
description is independent of any particulard service instance The service
description is meant to capture both interface syasawell as semantics. Interface
syntax is described by WSDL portTypes. Semantically jterface is defined in some
specification documents or through some formal desornipti

» portType defines a group of input, output, and fault messagestbatvice is
prepared to accept or produce and the message exchangesp@aiperations) in
which it is prepared to participate.

» operation a named end point that consumes a message as inpyitamaly returns
a message as output.

* messagemay be composed of many parts, where each part cdraldifterent type.
The message parts can be thought of as input and outputeparsim

» types defines the collection of all the data types useder¥eb service as
referenced by various message part elements.

* binding describes the concrete implementation of messhgeista data encoding,
messaging protocol, and underlying communication protocol.

» serviceData declarationserviceData element definitions are referred to as
serviceData declarations. serviceData elements arechand typed XML elements
encapsulated in a standard container format. Servieeettahents provide a
standard representation for information about servidannges. The service data
declaration is the mechanism used to express the dlewgpublicly available state
exposed by the service as part of its service interf&egviceData elements are
accessible through operations of the service intersuas as those defined in this
specification. Private internal state of the serigceot part of the service interface
and is therefore not represented through a service dataatent. Since WSDL
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defines operations and messages for portTypes, theetkslate of a service MUST
only be externally accessed through service operationsededis part of the service
interface. To avoid the need to define serviceData sp@pg@rations for each
serviceData element, the Grid service portType providss bperations for
manipulating serviceData elements by name.

A given Grid service implementation is an addressablepatehtially stateful instance
that implements one or more interfaces described by MR Types. Each instance
can be characterized as state coupled with behavior pubtisieigh type-specific
operations. Each service instance is made accessitlient applications through a
global name, a Grid Service Handle, which resolvesantointer to a specific Grid
instance hosted in execution environment.

It is clear that Grid Service model share the same fuadtahcharacteristics of a
traditional distributed object model, even though a numbebject-related issues are not
addressed within OGSI: implementation inheritance, semgility, development
approach, and hosting technology.

5.1.3 Design Guidelines

As mentioned earlier, OGSI shares many fundamentahctaistics of a distributed
object system; hence it is no surprise that Objectrr@Design Methodologies will be
helpful in the design of a Grid service interface. ldear, we have to be mindful of the
fact that object-oriented infrastructures for buildingribstted applications are more
suitable for closed systems since they encourage tigigration of distributed
components. This is one of the main reasons why miainbdted object applications
have failed in the past when they have had to operatesaenberprises, platforms, and
languages. To achieve its goal for distributed systergriatien, designers of Grid
services should eliminate aspects that are detrimenit@ei@perability. Furthermore,
good Grid interface design principles can be extracted design principles of systems
engineering and software engineering. Some of the genedeligas are discussed
below.

Abstraction One of the most important tasks in designing an interi&to find the right
abstraction for the task at hand. Abstraction meaatsal can forget nasty details of
some parts of the system while we concentrate on ptres of the system which do not
require understanding part-details. This job is best deaea period of time and in
discussion with other people. Abstraction enables usikb imore complex systems.

Simplicity. Always strive for simplicity. If one can think ofssmpler and clearer way to
do a task, one improves the chances that all compowéhtsderstand the task and how
it fits into the whole system more reliably.

Loose couplingStatelessness tends to enhance reliability and sdglalilstatelessness
is unavoidable, the next best property of Grid serviedsase coupling. Strong
dependency between a user and Grid services or betwekse@rices make it difficult
to build open distributed systems. Loose coupling faciitatestruction of complex

23



draft-ggf-ghpn-netservices-1 Informational Track August 2004

services. Loose coupling also implies that if an apgdinaequires access to a stateful
resource, it should only deal with a Grid service thatages the resources and not
directly invoke the resource. As a result, the semageiestor and the Grid service
manager can interact in a stateless or loose coupmpen.

CoherenceEach portType should accomplish one clear task dhiseveral operation
are necessary, they should be closely related andsattee same set of resources. For
example, portTypes within a serviceGroup should be clasehelated and share the
same set of resources. This also helps serviceGratipype operations to access
service data elements of the Grid service easily andstenty.

Naming Naming of the interface, portType, service group, operaservice data
element should be clear, consistent, unambiguous, aedtréfe functionality and
characteristics of the service. An indication that bas defined a set of cohesive
portType, operations, etc., is that one can think of g@udes for each portType or
operation because it does one task.

Form: Implementation of a service is often determined bytitecture. Structure of the
implementation is reflected in its form. That issty, the form of the interface (i.e., the
structure of the service XML document) plays an esdgrdaid in defining a contract
between service requestors and a service. For exasephi;e data elements (SDES)
within the service XML document allows state informatio be accessed.

Information hiding
Resuse

Others

6 Security Considerations
TBD

7 AuthorsInformation
TBD

8 Intellectual Property Statement

The GGF takes no position regarding the validity or sad@ay intellectual property or
other rights that might be claimed to pertain to thelémentation or use of the
technology described in this document or the extent ta@twhny license under such
rights might or might not be available; neither dib@epresent that it has made any effort
to identify any such rights. Copies of claims of rigitade available for publication and
any assurances of licenses to be made available, oegtie of an attempt made to obtain
a general license or permission for the use of such ptapyirights by implementers or
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users of this specification can be obtained from thé=@8cretariat. The GGF invites
any interested party to bring to its attention any cigys, patents or patent applications,
or other proprietary rights which may cover technoldwt imay be required to practice
this recommendation. Please address the informatioretG@F Executive Director (see
contacts information at GGF website).

9 Full Copyright Notice

Copyright (C) Global Grid Forum (2001). All Rights Resetv&his document and
translations of it may be copied and furnished to othensl derivative works that
comment on or otherwise explain it or assist in itpl@mentation may be prepared,
copied, published and distributed, in whole or in part, withrestriction of any kind,

provided that the above copyright notice and this paragaaphncluded on all such
copies and derivative works. However, this documentfitealy not be modified in any
way, such as by removing the copyright notice or retsreno the GGF or other
organizations, except as needed for the purpose of devel@pithdqRecommendations in
which case the procedures for copyrights defined in the B@&@fiment process must be
followed, or as required to translate it into languagég®rothan English. The limited
permissions granted above are perpetual and will not \aeked by the GGF or its
successors or assigns.
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