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1. Introduction

During the past years it has become evident to the tedthoammunity that
computational resources cannot keep up with the demands atggheby some
applications. As an example, particle physics experisnfl,2] produce more data than
can be realistically processed and stored in one totéte. several Petabytes/year). In
such situations where intensive computation analysis oégHarge scale data is needed,
one can try to use accessible computing resources disttitmitelifferent locations
(combined data and computing Grid).

Distributed computing & the concept of a computational Gednot a new
paradigm but until a few years ago networks were too stowallow efficient use of
remote resources. As the bandwidth and the speed oforkstwhave increased
significantly, the interest in distributed computing haken to a new level. Recent
advances in optical networking have created a radicahatch between the optical
transmission world and the electrical forwarding/mogitivorld. Currently, a single strand
of optical fiber can transmit more bandwidth than there Internet core. What’s more,
only 10% of potential wavelengths on 10% of available fiberspare actually lit [3].
This represents 1-2% of potential bandwidth that is actaaylable in the fiber system.
The result of this imbalance between supply and demangkdhds severe price erosion
of bandwidth product. Annual STM-1 (155 Mbit/sec) prices onomBuropean routes
have fallen by 85-90% from 1990-2002 [4]. Therefore it now lesotechnically and
economically viable to think of a set of computing, sgeraor combined computing
storage nodes coupled through a high speed network as geeclamputational and
storage device.

The use of the available fiber and DWDM infrastructure tloe global Grid
network is an attractive proposition ensuring global meacd huge amounts of cheap
bandwidth. Fiber and DWDM networks have been great enablers ofAtbdd Wide
Web fulfilling the capacity demand generated by Internaffitcr and providing global
connectivity. In a similar way optical technologiee axpected to play an important role
in creating an efficient infrastructure for supporting Gridlagpions [5].

The need for high throughput networks is evident in e-Sei@pplications. The
USA National Science Foundation (NSF) [6,7] and Europeamraission [8] have
acknowledged this. These applications need very high bardwelween a limited
number of destinations. With the drop of prices for tmmdwidth, a substantial cost is
going to be in the router infrastructure in which thewiscare terminated. “The current
L3-based architectures can't effectively transmit Petsbybr even hundreds of
Terabytes, and they impede service provided to high-end detesivé applications.
Current HEP projects at CERN and SLAC already gené&tetabytes of data. This will
reach Exabytes (1) by 2012, while the Internet-2 cannot effectively meet taslay’
transfer needs.”

The present document aims to discuss solutions towardsi@arefand intelligent
network infrastructure for the Grid taking advantage cen¢ developments in optical
networking technologies.
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2. Grid applications and their requirements for hi gh speed, high
bandwidth infrastructure

It is important to understand the potential applications #re community that
would use lambda or optical Grids. In today's Internet hage a very rich set of
application types. These applications can possibhategorized as follows:

* Large file transfer between users or sites who arevikrto each other e.g. high
energy physics, SANs

* Anonymous large file transfers e.g. music and film files

» Small bandwidth streams - e.g. audio and video

* Large bandwidth streams - e.g. Data flows from instruatem like radio
telescopes

 Low bandwidth real time interactive - e.g. web, gaminglPV etc

» High bandwidth real time interactive e.g. large distgloutomputing applications

» Low bandwidth widely dispersed anonymous users - e.g. web pages

It is still unknown what will be the major applicamis for lambda or optical
Grids. How many of these application types will requdeslicated high speed optical
links in the near future? It would seem unlikely thatled application types we see on
the Internet today will require optical grids. Oneleabvious application is large data
file transfers between known users or destinationsneSaesearchers have also
hypothesized the need for bandwidth applications - sucht@sctive HDTV, e-health
applications requiring remote screening, high performanceueong and visualization.
A brief outline of some applications is given below:

* High Energy Particle Physics

By the nature of its large international collabomasioand data-intensive
experiments, particle physics has long been a demandinguleading edge networks.
This tradition is set to continue into the future. Thetrg@neration of experiments at the
Large Hadron Collider (LHC) in CERN will produce vast datgs measured in tens of
Petabytes per year that can only be processed and ahdlysglobally distributed
computing resources. High-bandwidth data transport betwedardted processing
centres is therefore an essential component oettenstruction and analysis chain.

The LHC experiments (ALICE, ATLAS, CMS, LHCDb) [9] Wicollide intense
proton bunches every 25 ns. These collisions (likenedltioling jars of strawberry jam
at 1000 miles per hour in terms of the debris creatediecmany hundreds of tracks in
the electronic detectors, leading to a raw data rate d?PetaByte per second flowing
from the interaction point. Most of these evenesthe uninteresting debris of “glancing
interactions” between the protons, however buried éendata at the level of 1 in every
107?77 are the key high momentum events resulting fradaractions between the
constituent quarks. It is these rare events which vgtiad the presence of new physics,
such as the elusive Higgs particle.

The online data reduction system reduces the raw datatdldhe “manageable”
headline figure of a few PetaBytes per year to be @gtonetape and disk. These resultant
stored data sets form the basis of the analysis wdndhborating physicists will then
perform over a period of many years. The volume of dasa great that it is impractical
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to process it all at any one site. It may be arguedhieslimitations are as much political
as technical, but in any case the data will be processewm@y major national centres
spread throughout the globe. This is the reason for vih&lparticle physics community
has embraced Grid technology with a vengeance [ref EBDG, GriPhyn, LCG,
EGEE]. In fact, the problems do not start at the LH on date in 2007, for in order to
prepare for this chain — in other words to be sure thatathsorks in practice and that
the key events survive the processing chain - the LHC ewpats are today engaged in
a programme of high-volume data challenges to validate tbmputing infrastructures.
This already leads to the demand for efficient and detestiu transport of 10-100
TeraByte datasets. A 100 Terabyte dataset requires a throwgH@uGbit/s for delivery
within 24 hours.

We can therefore see why the advent of optical ndtvgervices will be at least
important to, and probably crucial to, this disciplines&&ce schedulers will need to be
able to schedule the convergence of data, storage anmut®mower resources which
will require scheduled replication of Petabyte scale dats. This will be best achieved
using reservable delivery mechanisms where dedicated andntpeatabandwidth is
reserved for periods of days. This is beyond what is plessiday, but is well within the
capability of future wavelength-switched networks.

* Very Long Baseline Interferometry

Very Long Baseline Interferometry (VLBI) is used by adistronomers to obtain
detailed images of cosmic radio sources. The techniquevashiee highest resolution of
any astronomical instrument and provides astronomers tivdin clearest view of the
most energetic phenomena in the universe. VLBI expetsriemert the Particle Physics
model by bringing data from a network of distributed but mtirated instruments to a
central point in order to correlate the signals fromiviidual telescopes, resulting in
enhanced sensitivity and resolution. The combinationmofilsaneously acquired signals
from two or more widely separated radio telescopes ctattekly create a single
coherent instrument with a resolving power proportiooaheir spatial separation. Such
instruments can achieve a resolution of milliarcsecowtisch exceeds the resolution of
optical telescopes. Traditional VLBI experiments relcdata at separate sites with high-
precisions timestamps, and then each site shipped tapek®rhdiging this data to a
central site where correlation was performed.

This laborious and costly transport is being supplanted fmaked eVLBI, where
high-speed networks are used to transfer telescope dattoelator, for example at the
Joint Institute for VLBI in Europe (JIVE [JIVO3]) locateat Dwingeloo in the
Netherlands. This will lead to faster turnaround of tssuéduced from days or weeks to
hours or minutes, which greatly increases the opportunitiegidy transient events, such
as supernovae or gamma-ray bursts. A proof-of-concept prtgecbnnect 4 or 5
European telescopes in real-time to JIVE at 1 Glatitssrhas been agreed to take place
in 2004, with data transferred in a few runs of severak{imum 12) hours each. Tere are
multiple important international Radio Telescopessw®rld wide [10].

The proof-of-concept trials will be very valuable, but talayetwork can only
partially satisfy the true long term operational requeats due to limited sustainable
rates (typically ~ 1 Gbit/s for short periods). eVLB{periments could today use 10
Gbit/s and with some evolution of electronics easilywento 40 Gbit/s. The advent of
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optical networking services to enable schedulable data tmasspd multi-Gbit/s
throughput will increase the capability enormously, leadimg improved sensitivity,
increasing as the square root of data rates. Many of ldsedpes are already at practical
and economic limits of physical size and theoreticasen levels, and so increased data
rates are the simplest route to higher sensitivity.

» High Performance Computing and Visualisation

The advent of optical network services comes at arordppe time for High
Performance Computing (HPC) and Visualization. High-emwhputational science has
for some 15-20 years been focused on adapting and developingelpeoales for
execution on massively parallel processors and, moentlgc clusters of commodity
systems. In general, these target systems have be@mesto possess high bandwidth
and low latency interconnects, and it has been sdtsfato neglect the variance in these
guantities.

However, it is increasingly urgent to revisit these ag#ions. The advent of Grid
computing is making it feasible to harness heterogenemeunees for distributed
computations that are impractical on any single systéowever, previous work has
shown that even embarrassingly parallel problems do aosfar efficiently to a wide-
area (trans-Atlantic) Grid environment without (a) preabt#, low-variance network
QoS, and (b) introspective and adaptive work schedulingitilges. Naively transferring
tightly coupled parallel codes to a metacomputer withoutesdthg these issues can see
order of magnitude (or worse) losses in parallel effyen

Visualisation is crucial to deriving insight from the teytes of data generated by a
broad class of modern HPC simulations. Visualisatistesns that can keep pace with
high-end simulations are not, nor are likely to becaroeymonplace. For this reason, the
importance of a researcher being able to view, and inteftlt visualisations remotely
is increasing. The client, simulation and visualisatypically run on different systems.
The flow of data from the simulation to the visuaisatrequires high bandwidth links ~
1 Gbit/s. The flow of data from the visualisation to thenote observer in the form of
compressed video requires some few hundred Mbit/s withdeamdy and jitter in order
to maintain satisfactory interactivity. These requieais increase linearly with the
number of remote observers if software multicast;igised, and are doubled again if
remote stereoscopic rendering is employed.

For example, the two national UK HPC services, HR®xl CSAR [11] in
collaboration with the Extensible Terascale Faci[il2] in the USA have recently
successfully performed a demonstration of computatiothenUK, visualisation in the
USA, and then check-pointing and transfer of computatiortheo USA. This was
performed as part of the SC2003 meeting in Phoenix, Ariz8083, winning the
SC2003 bandwidth challenges [13, 14]. This type of distributidhomly be possible
with the availability of high capacity schedulable linlesd in this case was enabled
through a collaboration of Uklight, Netherlight, Sight, and Internet?2 .

We can therefore see that point-to-point links betwgdebally distributed sites is
crucial to be able to connect these sites with “pséhatdplane” capabilities (i.e tightly
bound network characteristics), allowing facilities tmdtion in a much more coherent
way than is possible today.
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» eHealth applications: proof-of-concept of remote screening

One in eight women in the western world will get btezscer at some stage of
their lives. The earlier the diagnosis, the betier prognosis: this is the fundamental
principle that underpins the breast screening procesthe ldnited Kingdom, the Breast
Screening Programme currently invites women betweengie af 50 and 64 to attend a
screening session every three years, with subsequealisréo an assessment clinic if
necessary. Approximately 1.5 million women are screeaeti year in the UK as part of
the Breast Screening Programme. It is intended thagbrdbgramme will be extended to
include women up to and including the age of 70 by 2004. Thigpeceed to lead to an
increase in numbers to 2.5 million women per year by 20Blen that by the end of
2005 every woman screened will have two views per bre#sini this will result in
approximately 10 million mammograms per year being taken geovdd) by the Breast
Screening Programme.

Mammography poses challenges for the deployment of suppditisystems due
to both the size and the quantity of images. Digitisdeh fiesults in images of
approximately 32MB when digitised at 50micron (mammographyredominantly
performed using film within the Breast Screening Programnib)s rises to
approximately 75MB when full field digital machines arepdoyed.

A mammography radiologist will typically read, analysssnd make a decision
concerning the actions to be taken for a patient, in appedrly thirty seconds. This
means that, in general, a radiologist will performha tegion of 100 readings per one-
hour session. This amounts to approximately 100GB of datargasling session
(assuming full field digital mammography). In the futurestiill not all be co-located,
and, even more demanding, there is a move to the coocaping remote radiographers
— entailing the movement of such data sets across cemirdnd perhaps national
boundaries (assuming data protection issues could be r@solve

There are two key requirements for such transfer &ramation: speed and
security. Speed is needed so that remote radiographeraccass large images on
demand with an acceptable latency, and security for bwows reasons of patient
confidentiality. A typical screening centre will scresgproximately 100 women per day.
The average woman will be having her fourth scan, sohaile three previous screening
sessions' worth of data (plus any other investigative .ddtajeality, if a clinic were to
subcontract screening work, we can expect that it wouldodonsa batch basis, i.e., a
days' work, which is 100 patients' worth of data. On averdm® would mean three
previous sets of four images plus one set of four images16 images, for each patient.
If each image was fully digital, this would result in 185M = 1.2GB of data. So, for
100 patients to be screened remotely, the network would baweve 1.2GB of data
every 30 seconds. Clearly the availability of opticaivaek services offering real-time
guarantees will be important in this field.

» Logistical Networking

Currently those who require lambda Grids for large diégatransfers are well
defined communities where the members or destination aise&nown to each other.
Such communities include the high energy physics fasliaround the world (which are
broken into smaller specific application communitiesTLAS (CERN), CMS (CERN),
DO (Fermilab), KEK (Japan). Other examples are theiali observatories, SANs and
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very long base line interferometer projects. Thesenconities are relatively small and
maintain long lived persistent networked relationship®e féed for "anonymous" large
file transfer to unknown users outside of their respectwmmunities is currently a
limited requirement.

This is not to say there will be no need for optiwetivorks for traffic engineering,
aggregation and similar "network” requirements. Emergingvorét concepts such as
Logistical Networking (described below) impose a new requard for high bandwidth
infrastructure and promise a wide range of applications.

Difficult QoS requirements (for instance, latency lowban the speed of light
allowing access to remote data) can in some caseshimved by using large bandwidth,
aggressively prefetching data across the network and stdriig groximity to the
endpoint. If the data required by the application can bdiqgiesl "accurately enough”
and "far enough in advance", and storage availabilityecto the endpoint and wide area
bandwidth are high enough, then the latency seen by ajimtiaaay be reduced to the
latency of local access, except for an initial delagtart-up. But, what if the data being
prefetched is produced on demand by a cluster capable of fitknigrge pipe? Then the
high bandwidth pipe is in fact tying together two halves dlistributed system, one the
server and one the client, and the data being trandferag never exist in its entirety at
the server, and it may never exist in its entiretyhet client (if storage is limited, and
prefetched data cannot be cached indefinitely). Thisliedca "terapipe,” and it may
have very broad applicability as an application paradigmufsing high bandwidth
networking and storage.This approach is an example ofticai Networking that may
have practical applications as shown in a data visumiizaapplication (Remote
Visualization by Browsing Image Based Databases witfidtical Networking Jin Ding,
Jian Huang, Micah Beck, Shaotao Liu, Terry Moore, and &tefoltesz Department of
Computer Science, University of Tennessee, Knoxville, dNbet presented at SCO03). In
this case the application had to be rewritten sometehatoduce data access predictions
and supply them to a layer of Logistical Networking midg@iee that was responsible for
the prefetching. In the experiments reported, the batitbvaf the pipe is not that high
(20-40 Mbps) so the resolution of the images being browseddbe limited (latency
seen by the application was equivalent to local at 300x3Q@(di at 500x500). The size
of the entire dataset was just 10GB. Increasing thr@utésn increases the storage and
bandwidth requirements proportionately; full screen at 1208@ would require 100s of
Mbps; serving a Power Wall at that resolution would gasjuire multiple Gbps of
bandwidth and TBs of storage.

This "logistical" approach to using bandwidth can generateutgiéve transfers of
data that are never used by the application. And if padicire not good enough to
mask circuit setup time, it may be necessary to keepeagpen in order to respond to
unexpected demands. On the other hand, it can allowication to achieve latencies
that are better than the lower bound imposed by the sgeleght. It has the charm of
not requiring a lot of detailed network programming - jusg@d enough" predictor of
data accesses and "high enough” bandwidth. If prestagiagnieea popular approach to
achieving QoS, the demand for large pipes might increaseygreatticularly if good
predictors were hard for application developers to supply.
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2.1 Optical networking for high bandwidth applicati ons

Grid applications can differ with respect to granuladfytraffic flows and traffic
characteristics such as required data transaction baimhaiciteptable delay and packet
loss. Here we specifically consider applications vkitth bandwidth requirements. Some
of these applications (e.g. particle physics, CERN [1fd)sensitive to packet loss and
require reliable data transmission. In contrast, theeehigh bandwidth Grid applications
(e.g. radio astronomy [16]) that are sensitive to thé&gtalbss pattern rather than the
packet loss. There are also specific applications [1&( tihey may require bulk data
transfers for database replication or load balancing #metefore packet loss
minimisation is necessary to increase performance. llfFir@me emerging Grid
applications (e.g. video-games for Grid [18]) require rea¢t(short delay), long lived,
relatively small bandwidth but potentially large numb&users. Foster [19] proposes
that Grid computing can support a heterogeneous set au&ViOrganizations" (VO),
each composed of a number of participants with varying degoé prior relationship
who want to share resources to perform some task.

Despite the above mentioned differences, there \aoe main common requirements
generated by a large number of Grid applications:
» Large amounts cheap bandwidth provisioned and scheduled ondieman
» User or application management and control of the m&twesources (i.e.
set-up self-organized distributed computing resources andtdteibulk data
transfers)

A number of other requirements concerning throughput, pridatency, QoS and
storage capacity will also influence the Grid networkgiebut they are more specific to
the type of application. Grid applications are alsolyike differ in the number and type
of participants, and also in the degree of trust betweeparticipants [19].

A new network concept is now emerging to satisfy Gpgliaation requirements.
This is a network where resources such as ports, vdtpl@ment, even bandwidth are
controlled and maybe owned by the user. Furthermore,omrast to traditional
(telecommunications) networks where applications akecatled resources and routed
over fixed network topologies, in Grid networks, resourgager user/application control
are organized in an automated way to provide connectivityowi getting the permission
from a carrier or a central authority. In other worid® user will drive its own virtual
network topology.

Optical Technologies are best suited to fulfill somethefse requirements, i.e. to
offer huge capacity (theoretically up to 50 Th/s/fiber)l aelatively low latency. What's
more, WDM & tunable technologies in combination withicgdt switching can provide
dynamic control and allocation of bandwidth at the rilveavelength band, wavelength
or sub-wavelength granularity in optical circuit, bumstopticalpacket systems. Today’s
optical technologies support fast and dynamic responseanfiwidth offering the
capability to provide bandwidth services dynamically cotedol by individual
users/applications. This has been made possible by thdogenent of a distributed
control plane based on established IP/MPLS protocolsedBas this capability, future
data-intensive applications will request the optical ekwio provide a point-to-point
connection on a private network and not on the public laterfhe network
infrastructure will have the intelligence to conneceoNP network (packet) or to provide

10
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A (circuit) to the applications. A service provided through OGSI will allow Virtual
Organizations to access abundant optical bandwidth thridneglise of optical bandwidth
on demand to data-intensive applications and compute-inteappleations. This will
provide essential networking fundamentals that are pigsenissing from Grid
Computing research and will overcome the bandwidth liroitat making VO a reality.
Despite these features, optical networks have beenelapad with
telecommunications applications in mind and the implententsof a Grid optical
network imposes a lot of new challenges. General reopgints in this type of optical
network can be summarized as follows:
*  Scalable, flexible, and reconfigurable network infrastructure
o It can be argued that initially optical grids are goingsésve a
small set of specialized applications and thus scalimgrbes a minor and
unimportant issue. However, we have already identified applications
requiring optical infrastructure and there seems to &ieomg possibility that
other applications will emerge. It is therefore siguaifit addressing issues of
scale. Scalability is an inherent attribute of thedGsision, and enables the
creation of ad hoc virtual organizations. Scalability aerstions would be a
big factor on the design and engineering decisions one woakk nm
deploying an optical grid
*  Ability to support very high capacity - Bulk data transfer
. Low cost bandwidth
. Bandwidth on demand capabilities for short or long periotigime
between different discrete points across the netwdikrious schemes will be
supported, for the management and exchange of informa&tween Grid services
(i.e. point and click provisioning, APIs and/or OGSI/OGSAvees) that an
application can use to exploit agile optical networks
*  Variable bandwidth services in time
* Wavelength and sub-wavelength  services (STS-n, optical
packet/flow/burst)
. Broadcasting/multicasting capabilities
. Hardware flexibility to be able to support wide range different
distributed resources in the network
* High resilience across layers. In particular, aliezgi physical layer will
entail an number of features including resilient wavelesigfast and dependable
restoration mechanisms, as well as routing diversipykations being available to the
user
. Enhanced network security and client-network relationsbi lat user-
network level (UNI security) and network-network levdNl and data path security)
* Ability to provide management and control of the distriduteetwork
resources to the user or application (i.e. set-up sg#rized distributed computing
resources and facilitate bulk data transfers)

2.2 Limitations of packet switching for data-intens ive applications

In order to understand why optical networking for Grid, wednalso to understand
the current limitations of packet switching for Grid and datansive applications. The
current Internet architecture is limited in its abilitp support Grid computing

11
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applications and specifically to move very large data $&sket switching is a proven
efficient technology for transporting burst transmiesaf short data packets, e.g., for
remote login, consumer oriented email and web appditat It has not been sufficiently
adaptable to meet the challenge of large-scale data asgaiidations require. Making

forwarding decisions every 1500 bytes is sufficient forin@ 10k -100k web pages.

This is not the optimal mechanism if we are to copé @ata size of six to nine orders
larger in magnitude. For example, copying 1.5 Terabytestafuang packet switching

requires making the same forwarding decision about bibitimes, over many routers
along the path. Setting circuit or burst switching owgtical links is a more effective

multiplexing technique.

2.3 End-to-end Transport protocol Limitations

* Responsiveness:

TCP works well in small Round Trip Time (RTT) and smafigs. It was designed
and optimized for LAN or narrow WAN. TCP limitations big pipes and large RTT are
well documented. The responsiveness is the time twveedorm single loss. It measures
how quickly it goes back to using a network link at full caiyeafter experiencing a loss.
For example, 15 years ago, in a LAN environment with RAIfms and 10Mbs the
responsiveness was about 1.7ms. In today’s 1Gbs LAN with R the maximum RTT
is 2ms, the responsiveness is about 96ms. In a WAN envirdrwinere the RTT is very
large the RTT from CERN to Chicago is 120ms, to Sunnyva$eli80ms, and to Tokyo
300ms. In these cases tlesponsiveness is over an hoJd5]. In other words, a single
loss between CERN and Chicago on a 1Gbs link would takeetiwrk about an hour to
recover. Between CERN and Tokyo on a 10GE link, it woalke the network about
three hours to recover[15].

» Fairness:

In packet switching, the loss is an imperative mechansmfdirness. Dropping
packets is in integral control mechanism to signal entesyso slow down. This
mechanism was designed in multi streams sharing the satmerking infrastructure.
However, there is no sharing in dedicated optical lihs, fairness is not an issue. There
is no competition for network resources. Fairnesgsl rieebe addressed in the level of
reservation, scheduling and allocating the networkinguress.

2.4 New transport protocols

In order to address some of the above packet switchingafioms, new transport
protocols have started to evolve. Examples are GridFA®T, XCP, Parallel TCP, and
Tsunami. The enhancements in these protocols are danthree mechanisms: 1)
tweaking the TCP and UDP settings; 2) transmitting ovanyrstreams; and 3) sending
the data over UDP while the control is done in TCP.

Transmitting over TCP without the enhancements reguledout 20Mbs over the
Atlantic. Recent tests have seen GridFTP to actb@aMbs , Tsunami at 700Mbs , and
in April 2003, FAST achieved 930Mbs from CERN to SLAC.

None of the above protocol can fully utilize OC-192 lingsatistical multiplexing
of multiple streams of the above protocols can do ctuusization of OC-192.
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3. Photonic Network topology for Grid

The Grid enabled optical network will require the netwtwgology to migrate
from the traditional edge-core telecom model to a tisted model where the user is in
the very heart of the network. In this type of netwitik user would have the ability to
establish true peer-to-peer networking (i.e. control nguin an end-to-end way and the
set up and teardown of light-paths between routing dopaiiesfacilitate this level of
user control, users or applications will be offered mamesg/control or even ownership
of the network resources of network resources froncgssing and storage capacity to
bandwidth allocation (i.e. wavelength and sub-wavelgngthese resources could be
leased and exchanged between Grid users. The netwostradtare, including network
elements and user interface, must enable and support OGfdugh OGSA the Grid
user can only have a unified network view of its ownedusses on top of different
autonomous systems. The resources can either be swilelgd or shared with other
users. Another topological alternative that could be usednjunction with user-owned
capacity is an OVPN. This means leasing wavelengthsoonmercial DWDM systems
on a link-by-link basis. The status of these would besded to the Grid participants
and they could dynamically connect capacity on a sefidigks together along a route
they define by signaling messages.

These new topological solutions will have a direct iotpgen the design of optical
network elements (optical cross-connects, add-dropipteders etc) and will impose
new demands to the interface between the Grid useremork (GUNF): i.e. The user
through GUNI (see 3.3 for further for further details)llvile able to access and
manipulate the network elements. This requires propagatiosigoificant network
element information to the application interface, infation that today resides almost
exclusively in the provider's domain. It also implies nigyes of network processes for
discovery, naming, and addressing. As an example:

» The optical network elements:

0 must be able to dynamically allocate and provision bandvaidtavailability

o have knowledge of adjacent network elements, overadlar&tresources, and
predefined user and network constrains

o0 depending on application requirements, perform optical casiting for high
performance dynamic collaboration

o The GUNI will be able to schedule huge bandwidth (i.e. OC76&¥ o
predefined time windows and establish optical connectiomigiyg control
domain signaling (e.g. GMPLYS)

'GUNI is the GRID User Network Interface (see sectipn
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4. Optical switching technology and transport forma t
considerations for Grid

An important consideration that would influence opticaldGetwork architecture
is the choice of switching technology and transport formptical switching offers
bandwidth manipulation at the wavelength (circuit switghiand sub-wavelength level
through technologies such as optical packet and bursthéngtoffering not only high
switching granularity but also the capability to accommedatwide variety of traffic
characteristics and distributions.A number of optical@ving technologies and transport
formats can be considered:

» Wavelength switching: Wavelength switching (sometimes calledopiic switching,
or A-switching) is the technology used to switch individual Wengths of light onto
separate paths for specific routing of information. In gociion with technologies
such as DWDMA-switching enables a light path to behave like a virtuaudi A-
switching requires switching/reconfiguration times at thearscale

* Hybrid router-wavelength switching:This architecture extertle wavelength
switching architecture by adding a layer of IP routers Wi@+48/192/768 interfaces
between the Grid nodes and the optical network

» Optical burst switching: An optical transport technologythwihe capability of
transmitting data in the form of bursts in an all-ogki buffer-less network, using
either circuit switching (light paths), flow switching (petent connection), or per-
hop switching (single burst) services, depending on connes#inp message. The
network is transparent to the content of a burst ¢gned or any digital format) as
well as to the data rate. Switching timescales will degandhe length/duration of
bursts in a particular network scenario. Typical valuary from fewusec to several
msec

* Optical flow switching: The switched entity is a setaminsecutive packets in an
active connection (ie packets form one source goin@pgcsdme destination). Flow
can be shorter than bursts (may be just 1 packet). adends attached to the flow
and it is routed and switched like a single packet. Buaffeneeded, which must be
large enough to encompass the flow. Hop-by-hop path seAdpantages include
integrity of transmitted sequence. The minimum flow duratwill define the
requirements for switching timescales. For optical ndtimgrat 10-40 Gb/sec,
switching times at the nsec scale may be required

* Optical packet switching: The header is attached to theo@ayl At the switch the
header is examined to determine whether payload is switwhbuffered. Hop-by-
hop path set up. Generally thought of as synchronous,nbutnecessarily so.
Buffering may be a problem, due to lack of optical memdmpical optical packet
lengths vary from 50 bytes-15,000 or 30,000 bytes which clearlyoses a
requirement for nsec switching technology

Most of the work to date assumes wavelength routing [##jause equipment such
optical cross-connects (OXCs) is currently availableere is good evidence that optical
burst or packet switching may eventually provide even bditadwidth and finer
granularity [21]. In addition, application friendly geling such as optical flow
switching can result in an improved end-to-end networfopaance [22].
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The choice of format will be mainly driven by an undeandiag of the traffic
characteristics generated by Grid applications. The exjpecta that ongoing work on
Grid will generate this information. It is likely thahe right solution is going to vary
between types of Grid applications. For example, wagthte switching may be the
preferred solutions for moving terabytes of data from A tobBt appears to be
inappropriate for video games applications, and the terabieW®©XC option may
provide a competitive ready to deploy solution.

Decisions on switching and transport formats will alsiluence the design of
optical network equipment as well as the managementhancbintrol of the network.

4.1 Wavelength Switching

Recent advances in Grid technology have promised the yieeit of data-
intensive applications. These may require moving teesbgt even Petabytes of data
between data banks. However, the current technologyinsg® underlying network
imposes a constraint on the transfer of massive amamtlata. Besides the lack of
bandwidth, the inability to provide dedicated links makes tineeat network technology
not well suited for Grid computing. A solution is neededprovide data-intensive
applications with a more efficient network environmefithis solution should provide
higher bandwidth and dedicated links, which are dynamicHtigaied on-demand or by
scheduled reservation. Wavelength switching (WS) is a ignogn solution, and the
required infrastructure to realize this promise is now witeach.

Future data-intensive applications will ask the opticalvoek for a point-to-point
connection on a private network or an OVPN. Ingellit edge devices will decide to
connect via a packet-based IP network or via circuit-basatda allocations.

4.2 Wavelength Switching — Hardware Infrastructure

In this architecture the long haul networking backboneldvba provided by agile
all-optical networking equipment such as ultra long-f2WDM with integrated optical
cross-connects (I0OXC's) providing OADM-like functionalityth extensions to support
degree n (n>2) nodes. Fiber could be user-owned, obtaineanviRU (Irrevocable
Right to Use) agreement, or carrier owned; in theedacase the Grid network would
contract for the number of wavelengths on each link wthey need. Bandwidth would
be available in increments of OC-48, OC-192, and eventudl+768. Optical
maintenance and optical fault isolation/recovery waquiimarily by the responsibility of
the EMS and control plane software provided by the dptieadors. The backbone
network would be controlled by a distributed control plarsing GMPLS or similar
technology, with sub-second connection set-up time.all@wv control by the Grid
infrastructure, internal network state information dexe for routing and capacity
management would be advertised by the network to the tinfcigsre. Connection
changes would be controlled by signaling messages (RS\ERetDP in the case of
GMPLS) initiated by the Grid infrastructure. When capacity shared between
applications where there is not trust the OVPN mechamsuid be used to provide
firewalls and prevent unwanted contention for resourtregshe event that all nodes
involved in a single Grid application could not be conngtbethe same optical network,
inter-domain connectivity would be provided using an ONNI. OMNI would also be
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used to provide interworking between dissimilar techno®giedifferent vendors where

necessary. The strengths of this architecture include:

* The hardware and control technologies exist or are iskvextensions of current
work. Many vendors are at work in this space, as arstémelards bodies.

» Little doubt about scalability.

» Compatible commercial networks providing the necessaryibnadity already have
a large footprint in the U.S. and elsewhere.

» Likely to be the lowest cost, fastest, most secwaed most reliable way of
transporting vary large (multi terabyte) data sets betwe/o points (or from 1 to N
points) on demand.

* Transmission times should have less variance thamfaie options using packet or
flow switching. This might allow improved scheduling.

» Compatible with both users owned and carrier provided netwankkalso hybrids.

» Short-lived Grid relationships can establish and then tEwn their optical
infrastructure by use of carrier OVPN's.

The issues for this architecture include:

* Not competitive for small (< ?? GB) data transfers.

* Not appropriate for highly interactive applications involvangarge number of nodes
or for N-to-N multipoint applications (large N).

* Vendors need to be persuaded to make the necessary q@atr®lextensions, and
(for use of carrier facilities) carriers need to bespaded to offer OVPN's at a
reasonable price.

4.3 Wavelength Switching—Software Infrastructure fo ~ r Network Scheduling

In many circumstances, Grid applications will need tkensimilar requests for
bandwidth at specific times in the future (“future schedulingbr these applications,
there should be a facility for scheduling future allowadi of wavelengths without
knowledge of the underlying network topology or management mistodn addition,
other applications will need traditional “on-demand” editons, and both models must
be supported. Grid applications typically need to schedlldeation of computing and
data resources from multiple sources. With the adeEwavelength switching, network
bandwidth is another such resource that requires scheduling.

Services such as the Globus Resource Allocation Mar{&RAM) job scheduler
have been developed to coordinate and schedule the computingatan resources
needed by Grid applications. Some Grid network allonapipoposals are based on
DiffServ configuration and do not take into account the aptiimyers. These services
will need to be extended to handle network resources dsTwedlo so, they will require
facilities for scheduled allocation of wavelengths mi@e coordinating and scheduling
services may need only high-level facilities. Howeeeryices that attempt to optimize
network resources will need a richer interface. &mample, optimization of schedules
with multiple possible paths and replicas will require #bility to schedule individual
segments of wavelength paths. A facility for scheduldacaion of wavelengths on
switched optical networks should present a standardizgh;lével, network-accessible
interface. A natural choice for Grid applications 1 @pen Grid Service Interface
(OGSI). Such interfaces are compliant with the GGFGSA specification and conform
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to widely used Web Services standards (WSDL, SOAP, XML gaddition to presenting
an OGSI-compliant interface, the wavelength serviceukl have a standard way of
representing wavelength resources for communicating eligmts. Unfortunately no
such standard currently exists. For the Grid communiproanising approach would be
to extend the XML form of the Resource Specificatiomdwage (RSL). This RSL
schema is currently used by GRAM to schedule other ressurdding network
extensions to RSL would make it possible to enhance GRAMatdle network
resources as well.

The General-purpose Architecture for Reservation and @tioc (GARA) provides
advance reservations and end-to-end management for aqpfadityvice on different types
of resources, including networks, CPUs, and disks [23, R4dlefines APIs that allows
users and applications to manipulate reservations fafr€lift resources in uniform ways.
For networking resources, GARA implements a specifiovogt resource manager
which can be viewed as a bandwidth broker. The curredehadf GARA supports the
co-allocation of multiple resources. However, sii@ARA is an advance reservation
framework, it does not implement the services that #gtparform co-allocation. For
example, GridFTP is a mechanism to copy the data fremote storage to the local
storage near the computation. This process is called ‘fl®ataging”. The GARA
design supports to schedule the start of computation thecdata is available locally.
However, it does not actually submit the computation.pa#icular problem that arises
in such a scenario is associated with the underlying ressu¥While most storage and
computation exist within a single administrative domain “points”; a network
connection may cross administration boundaries andbeathought of as a “line”. A
network path has a start point and an end point. Thieemnetwork resources different
from CPU, and storage resources. CPU and storage resareisolated and local, while
network resources are combined and global. For exarapietwork path between a
CPU and storage may involve a number of small networkSRAS discuses two
approaches to this problem: Treating the network reservaisospecial case of the
general co-allocation problem, or relying on appropriag@ading mechanisms in the
network (i.e. bandwidth broker to bandwidth broker sigmgli The first approach
follows a virtualization of network services, i.e. @naposes end-to-end network services
out of single domain service. . Hence, this networkiserlayer must interact with the
optical network discovery facility, find the availabilitgf network resources, and
optimize the schedule and availability of the optioatwork resources. This service
layer interfaces with the optical control plane amake the decision to use traditional IP
networks or optical networks.

4.4 Wavelength Switching — Economics

Recent cost structure changes have generated new ecocmmsiderations that
drive fundamentally different architecture principlesti@h bandwidth networking.

* Inexpensive optical bandwidth: DWDM provides multiple Lansydend each one of
them accommodates high bandwidth over long distanclkss, how the transmission
cost per data unit is extremely low. This is a deparfiven the assumptions
prevalent for the past 20 years. When the bandwidtlmsst free, old assumptions
must be reconsidered.
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* Optical HW costsDepending on the specific Grid application, simplificaticand
cost reductions may be possible. These include use of QWIDM optics rather
than agile IOXC or OBS optical networks. For exagmpl star network with a small
number of simple MEMS OXC in the center (and OBGP adopol), might be
adequate in many situations. When all the GRID nodesl@se together, there are
no trust issues, and the relationships are expected todpdalsting.

» Optical costs: L3 routers can look into packets and makéng decisions, while
optical transmissions do not require this functionalityherefore, the L3 architecture
in traditional routing requires substantially more ceii budget. The routing
architecture in OC-192 costs about 10x more than theabptamsmission equivalent.
Specifically, an OC-192 router port costs about 5x ashrmag the Optical Cross
Connect (OXC) equivalent. Furthermore, at intermediatées the router ports are in
addition to the optical costs.

» Connectivity costsUntil recently, an OC-192 connection coast-to-coas ¢ast
about one million dollars. The design of the new @ptidtra-long-haul connection
reduces the economic fundamentals of big-pipe, long-lwaurections.

* Last mile costs:Previously, the last-mile connections were expensive ang ver
narrow. Due to recent technology advances and econoestcucturing, Optical
Metro service has changed the principles of the acc&bgrefore, we believe that
eventually last mile big optical pipes will be affordalidr many Grid Computing and
data-intensive applications.

* Inexpensive LAN bandwidth: 1GE NICs become extremelypeasive with a new
price point of $50 for copper and $100 for optical. 1 GE bescaneommodity for
servers and the desktop, while the cost per port of Bélishing port has fallen
substantially. With the aggregation of 1 Gbs ports, weebelthat this will drive a
domino effect into 10GE. With this price point per bit, thardth is almost free in the
LAN.

» Storage costsPresently, disk prices are very inexpensive. One terahwytently
costs less than $1,000. This affordability has encouraged apptications to use
larger amounts of data. In particular, 1 Petabyte stosggfems cost approximately
$2-3 million, which is within the budget of large organizasio With this new
economic cost structure and affordability, it is reabtnthat many Grid projects will
build large data storage.

* Computation costs:Many Grid applications require massive amounts of
computational power, which is nonetheless inexpensiviee cbmputational power
that we have on our desks is larger than a super comdui€ryears ago, and at a
price point which is orders of magnitude lower. This phen@medrives massive
amounts of computation at low prices and in many casegeegassive amounts of
data transfer.

Based on these fundamental cost structure changesng dimensions, we can
expect substantial growth. It looks like Grid applicasiovill be the first to use these
new inexpensive infrastructures. The design of optiedlorking infrastructure for Grid
applications must address these challenges in ordeoto falt predicted growth.
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4.5 Hybrid Router/Wavelength Switching

This architecture extends the wavelength switching ar¢hitequst discussed by
adding a layer of IP routers with OC-48/192/768 interfacéwd®n the Grid nodes and
the optical network. The GRID node would connect afliicto these interfaces, as
would the optical network. In addition there might al&oconnectivity directly from the
Grid nodes to the optical network so that the previoakit@cture could be used where
appropriate. The routers would be capable of providing ifud-fate packet switching.
Connectivity between the routers would be dynamicallgeisthed by use of the UNI or
extensions. This could be done under control from the Gadnectivity API,
presumably. Packet routing/forwarding from the Grid nabdeugh the router and the
optical network, and to the remote Grid node could béralted by the Grid node by use
of GMPLS. The strengths of this architecture are:

* Full IP packet networking at optical speeds.

* Delay, packet loss, and costs associated with inteateedbuters can be minimized
by dynamically establishing direct router-router pipes periods when they are
needed.

» Can be used in conjunction with the wavelength switchingit@cture.

* The necessary networking capabilities are mostly cowiairavailable.

The weaknesses include:

* Uses more resources than wavelength switching if theer®aire used for giant file
transfers.

» The Grid/router control interface needs definition.

* The addition of another layer will complicate OAM.

4.6 Optical Burst Switching

Many in the networking research community believe thaical burst switching
(OBS) can meet the needs of the scientific community@ near term (2-3 years). For
clarification, the 2-3 years timescale is relevargddy adopters such as Universities and
government institutions (usually the same organizations pusieniggchnology envelope
to meet their un-met applications' requirements), predatdization. The Grid
community seems to fit this definition. Large carrier dgplent for the public arena will
come later, in practice, since network management andastds need to be in place prior
to widespread deployment.

OBS brings together the complementary strengths a¢ophd electronics [25,26,
27, 28, 29, 30, 31 ,32]. The fundamental premise of OBS isff@ation of the control
and data planes, and the segregation of functionalititirwithe appropriate domain
(electronic or optical). This is accomplished by an eref;usn application, or an OBS
edge node initiating a set-up message (control message)@8aringress switch. The
ingress switch is typically a commercial off-the-sh@BOTS) optical cross-connect
(OXC). The control processor forwards the messagegaibe data transmission path
toward the destination. Control messages are processeacl node (requiring OEO
conversions); they inform each node of the impending Oatat, and initiate switch
configurations to accommodate the data burst. The data ibueinched after a small
offset delay. Bursts remain in the optical plane endrm, and are typically not buffered
as they transit the network core. A burst can be defisea contiguous set of data bytes
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or packets. This allows for fine-grain multiplexing of datger a single lambda. Bursts
incur negligible additional latency. The bursts’ contemtocol, bit rate, modulation
format, encoding (digital or analog) are completaignsparent to the intermediate
switches. OBS has the potential of meeting several rirapb objectives:(i) high
bandwidth, low latency, deterministic transport requiredt fhigh demand Grid
applications;(ii) all-optical data transmission with ultra-fast userlmppion-initiated
light path setup(iii) implementable with cost effective COTS optical desic

There are several major OBS variants. They diffiea inumber of waysi) how
they reserve resources.d., ‘tell-and-wait’, ‘tell-and-go’), (ii) how they schedule and
release resource®.g., ‘just-in-time’ ‘just-enough-time’),(iii) hardware requirements
(e.g., novel switch architectures optimized for OBS, conuigéroptical switches
augmented with OBS network controller8y) whether bursts are buffered (using optical
delay lines or other technologiegy) signaling architecture (in-band, out-of-bang)
performance(vii) complexity, andviii) cost (capital, operational, $/Gbéc.).

Most OBS research has focused on edge-core, overlayeatcines [33, 34, 35].
However, some research is focusing on OBS network auertards (NICs) for peer-to-
peer, distributed networking.

TCP and UDP variants will almost certainly be the preiiant transport protocols
for data communications. However, some high demand apipins might require novel
transport protocols which can better take advantage &.@BS allows for bursts of
unlimited length, ranging from a few bytes to tens or hutgld gigabytes. This has led
some in the OBS research community to rethink soméefR protocols to better take
advantage of OBS technology — no buffering, ultra-higbughput, ultra-low error rates,
etc. Others are investigating simplified constraintebdasouting and forwarding
algorithms for OBS (e.g., that consider dynamic physicglairments in optical plane
when making forwarding decisions [36, 37, 38, 39]) and on methasisdbon GMPLS.
OBS is deployed in several laboratory test-beds andl&ast one metropolitan area dark
fiber network test-bed (with a circumference of abd®0 Km). Proof-of-concept
experiments are underway, and will continue to providehéurtinsights into OBS
technology. Also, there is an effort underway to eat&ridFTP to utilize Just In Time
(JIT) TAG protocol for possible improvements in perforecan

Many in the scientific research community are of th@nion that today’s
production, experimental and research networks do not haveapabilities to meet the
needs of some of the existing e-science and Grid apphsa Many of these applications
have requirements of one or more of these cons$ragigterminism (guaranteed QoS),
shared data spaces, real-time multicasting, large trarsfedata, and latency
requirements that are only achievable through dedicateodizsn as well as the need to
have user/application control of these lambdas. Kep®S technology is to determine
early on, how the technology, protocols, and architectoust be designed to provide
solutions to these requirements. This is an opportunistie within the development
stage (pre-standardization) of OBS to incorporate tlsedetions. Key concepts of
interest to the OBS community are as follows:

* Network feedback mechanisms to user
o Status
o Alarms
o Availability and reach
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o Creation of hooks to provide policy based control of nekvibehavior

* Policy based routing algorithms: user or carriers deaidbkaw forwarding tables are
created.

* Integrating security concerns at both the protocol lewelwall as control and
management plane.

* Incorporating necessary inter-domain information ergean protocol definitions.

* Providing necessary flexibility in architectures to meethhcarrier-owned and user-
owned networks.

» Understanding the requirements for both physical layer @ufapplication layer
QoS and incorporating them into protocol definitions.

* Determine how users will get billed for the Grid netwseékvice

* Determine what is meant by Grid SLAs and how the nétwan provide them.

5. Optical switching nodes for photonic Grid

The network nodes combine edge and core switch functiesalThe edge nodes
provide the interface between the electrical domainagotidal domain in different layers
(i.e. from control layer to physical layer). The cowitches, based on the control
information configure the switch matrix to route theaming data to the appropriate
output port, and resolve any contention issues thgtanse.

A generic structure of an optical switch consists mfirgout interface, a switching
matrix and an output interface. The input interface qer$ delineation and retrieves
control information, encoded in the control packets. §wiching block is responsible for
the internal routing the wavebands/wavelengths or bpestkets - depending on
technology used - to the appropriate output ports andviegadny collision/contention
issues, while the output interface is responsible fomtrob update and any signal
conditioning that may be required such as power equalizatiavelength conversion or
regeneration. The optical switch architecture wileofieatures such as:

» dynamic reconfiguration with high switching speed (<mdshcaigh a more relaxed
requirement will be acceptable for very large data teassdnd long duration of optical
connectivity)

» strictly non-blocking connectivity between input and oufparts

» broadcasting and multicasting capabilities in dedicated eg\(ice. near the source or
destination)

* capability to address contention issues

» scalability

» protection and restoration capabilities

* minimum performance degradation for all paths and good temeidgon performance

In terms of optical switch architectures there areuanlver of options already
proposed in the literature, but the different proposaéxirte be adjusted to the set of
requirements imposed by this new application frameworkeéially, waveband and
transparent switching are challenging issues. Featuresasubtoadcasting/multicasting
are central and need to be addressed by the proposed salimgohroadcast and select
architecture may be the obvious choice, but architectutiezsng tunable wavelength
converters and wavelength routing devices offer an raite solution as optical
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wavelength converters may offer capabilities such aatiore of multiple replicas of a
single optical signal.

In terms of switching technology, different options available. Among the main
selection criteria would be the switching speed. Dependmghe transport format,
options may include certain switching technologies sucbp&s-mechanical or micro-
electromechanical system (MEMS) supporting slower switgisipeeds (typicallysec-
msec). For faster switching speeds, more appropriatelsahioices are based on electro-
optic or SOA technologies supporting ns switching timessé& ttechnologies commonly
suffer by reduced switch matrix dimensions that can bercowne using multistage
architectures. The alternative solution based on tbadmast and select architecture
utilizes passive splitters/couplers and tunable filtestesd of a switch fabric and in this
case the challenging technology choice is associaitédtie tunable filtering function.
A third option in terms of switching functionality is providddough the use of tunable
wavelength converters and wavelength routing devices.

5.1 Multicasting in optical switching nodes a requi rement for photonic Grid

Multicasting has traditionally found greatest use intraile video conferencing,
such as on the AccessGrid where each site participatitigei conference multicasts or
broadcasts several 320x200 video streams to each other. étfowetie context of Grid
computing new uses for extremely high speed multicasermerging. These are usually
data-intensive applications for which there is a rmaétdata producer that needs to be
accessed simultaneously by multiple data consumersexXammple, in collaborative and
interactive Grid visualization applications, extrembigh resolution computer graphics
(on the order of 6000x3000 pixels and beyond,) that are getidrptiarge visualization
clusters (such as the TeraGrid visualization servArgdanne,) need to be simultaneously
streamed to multiple collaborating sites (we calk tegress multicasting). In another
example, data from a remote data source may need toldmed” as it arrives at a
receiving site and fed into distinct compute clusters to psotiee data in different ways.
Again using large scale data visualization as an examgmgée data stream could be
used to generate two or more different visual represensabf the data using distinct
compute clusters running different visualization algorithmge (call this ingress
multicasting).

5.2 Photonic Multicasting

Strictly speaking photonic multicasting is 1:N broadcastatiper than N:N as in
the classical router-based multicast. Hence this ldddwast is often called a Light Tree.
A Multicast-capable photonic switch (also called a mali-capable optical cross
connect switch) is a photonic switch that uses opsipéiters, also referred to as power
splitters, to split a lightpath into N>1 copies of itsé&or an N-way split, the signal
strength in each split is reduced by at least 1/N. Intipeathere is always a few dB loss
as the light beam passes through the splitter. Henmendang on the size of N and the
distance to the termination point, optical amplifiersymneed to be incorporated to boost
the signal. However optical amplifiers may also &fy@any noise in the signal. Rouskas,
Ali and others [40, 41, 42] have proposed several possibigndefor power-efficient
multicast-capable photonic switches and Leigh [43] inabolration with Glimmerglass
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Networks, is building a low-cost multicast-capable phatoswitch to support
collaborative Grid visualization applications.

To support multiple wavelengths, wavelength demultiplexersbsaused to split
the light into W individual wavelengths which can thenfée into W multicast-capable
photonic switch units. The outputs would then reconverge armset of W wavelength
multiplexers. This solution would support any permutatiorplodtonic multicast and
unicast in a non-blocking manner, however its use of Wautioswitches with W inputs
makes this solution prohibitively expensive to build [40]. Hesgapler and more
modularly approaches, such as the one proposed in [43)jeaded in the interim until
we gain a clearer understanding of practical use-pattiemglata-intensive Grid
multicast applications.

5.3 Controlling Light Trees

It is well known that the problem of Routing and WavgtdnAssignment (RWA)
in photonic networks is far more difficult than electic routing. When establishing a
lightpath between two endpoints one needs to selectitable path AND allocate an
available wavelength. Dutta [44] shows that optimal sohg&ifor point-to-point RWA
cannot be practically found. The Multicast RWA (MC-RWpAjoblem is even more
challenging because, if wavelength conversion is ngil@yed, wavelength assignment
must also ensure that same wavelength is used along titee @otonic multicast tree
[45]. This will require the development of new contr@dne algorithms and software in
three areas: Firstly the topology and resource disgaadgorithms must be extended to
include consideration for the availability and locatidrir@ multicast switches and their
relevant attributes such as maximum splitter fan-8econdly multicast extensions to
classical RWA algorithms must be made to support both lightoad lighttree route and
wavelength determination. Some excellent initial simofabased research has already
been done by [46, 47, 48, 49, 5,]. Thirdly, control plane software needs to be
extended to handle setup and teardown of lighttrees.eQuastly GMPLS protocols
such as CR-LDP and RSVP-TE must be augmented to hagiutiedes.

5.4 Application of Photonic Switches as Cluster-int erconnects and Ingress
Multicasting for Data Replication

The use of photonic switches as interconnects for cangusters [43] is sparked
by the growing trend to move optics closer to the CPWa&a [52] believes that in 2-5
years optical connections will move between circuitrdsanside computers, and in 5-10
years chip-to-chip optical connections will emerge. Todaygusiultiple optical gigabit
network interface cards in each node of a Grid compluster, it is possible and
potentially advantageous to create dedicated connectionsdettwmpute nodes using a
photonic switching [43]. Since the paths do not go through kayrenics, higher speed
optical gigabit NICs (at 10G and perhaps 40G) can be useagdyadbeicome affordable.
Furthermore the application-level programmability of gi@tonic switch allows for the
creation of a variety of computing configurations- for egemone could connect a
collection of compute nodes in several parallel chaonsas a tree. This allows
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applications to reconfigure computing resources to form aothies that are best suited
for the particular computing task at hand.

In the photonic cluster-interconnect paradigm, photonicticasting can be an
effective way to take incoming data from a remote soutgplicate it and pass it on to a
number of parallel computing units that may be performinfigreint tasks on the same
data (for example, generating different types of vigaéibns at the same time). What
this suggests is that the photonic control plane softlaae is currently focused on
assigning wavelengths between remote domains will ifuthee also need to provide
control for a hierarchy of subdomains at a finer graityldevel than previously
anticipated. That is, RWA for lightpaths and lighttreedl need to be extended to
support lambda allocation in the photonic clusterrgdanect paradigm.

6. Optical network control and signalling

It is well known that a separation into a contra@nd and a data transport plane is
necessary for an agile network. The control plgpeally refers to the infrastructure and
distributed intelligence that controls the establishnagit maintenance of connections in
the network, including the protocols and mechanisms f@odeying, updating available
(optical) resources in the data plane; the mechanismisgeminate this information; and
algorithms for engineering an optimal path betweenpodts. In particular, it requires
protocols for routing, protocols for establishing paths betwend points, and protocols
for configuring and controlling the OXCs (optical crossHoects).

Another given is the rapid replacement of centralizetavark control with a much
more distributed model. In this paradigm, functions [kevisioning new circuits and
recovering from failures are performed in a distributeshifan by intelligent network
elements (NEs). The network state information needelissovered” by the NE's
communicating with each other.

An enormous amount of work on transport architectures mnotocols based on
these two fundamentals has been underway in both tjgr standards bodies (IETF,
ITU-T, OIF (Optical Interworking Forum)) and in resdargroups. In addition many
vendors have their own proprietary control plane imeaetations, which tend to be
partially standards- based.

The Grid community will need to decide the extent to whiir transport control
plane will be standards-based, and the extent to whistomized or less standardized
protocols will be used. The next section describegeleant work underway in the
major standards bodies. There follows a section on QBGRlevant protocol being
developed outside of these bodies. Finally a sectiomsbies the applicability of these
alternatives to the Grid world.

6.1 Standardization Activities

The IETF has long championed distributed control. Meameently it has been
developing IP switching methods such as Multi-Protocol Le®witching (MPLS),
which provides a signaling protocol that separates forwgridiormation from IP header
information [53, 54, 55, 56, 57]. Forwarding, therefore, camdsed on label swapping
and various routing options. The concept of a "label" e generalized to include
TDM time slots and optical wavelength frequencies. TB&H is now developing
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mechanisms, derived from these concepts, for IP-basettotlanes for optical

networks as well as for other IP-optical networking psses [58]. This has culminated

in the development of the Generalized Multi-Protocabél Switching protocol

(GMPLS), which, being conceptually a generalized extensioMPLS, expanding its

basic concepts to switching domains. [59, 60, 61, 62, 63, 64, 65].

GMPLS is an important emerging standard. GMPLS provides afodistinct
separation between control and data planes. It also psofadesimplified management
of both these functions, for enhanced signaling capakilitand for integration with
protection and survivability mechanisms. GMPLS can be usede&ource discovery,
link provisioning, label switched path creation, deletiord property definition, traffic
engineering, routing, channel signaling, and path protectidmecovery.

GMPLS has extensions that allow it to interfacéhviiiaditional devices, including
L2 switch devices (e.g., ATM, FR, Ethernet), devices dasm time-division
multiplexing (e.g., SONET/SDH) and newer devices, basedawelength switching and
fiber (spatial) switches [66]. Therefore, GMPLS allofwsvarding decisions to be based
on time slots, wavelengths, or ports. Path deternsinaand optimization are based on
Labeled Switched Path (LSP) creation. This process igathe information required to
establish a lightpath and determines its characterigticisiding descriptive information
[67]. This type of IP control plane provides for extremieigh-performance capabilities
for a variety of functions, such as optical node idwatiion, service level descriptions
(e.g., request characterizations), managing link state dapecially for rapid revisions,
allocating and re-allocating resources, establishing ansimg optimal lightpath routes,
and determining responses to fault conditions.

GMPLS is actually an architecture which is realized su#ie of protocols, some
new (e.g., Link Management Protocol (LMP [LMP ID [68])hets extensions of existing
protocols (e.g., RSVP-TE - [RFC 3473 [69]). It should beedathat what is called
"GMPLS routing" actually is limited to things like automcatopology and resource
discovery; path computation is not presently in-scope.

ITU-T, the internationally-sanctioned telecommunicas standards body, has been
working on the architecture, functional models, and paitoof what it calls the
Automatic Switched Optical Network (ASON), which preserljimited to connection-
oriented optical networking. The ASON architecture (G.808®eing fleshed out in a
series of recommendations:

* Neighbor Discovery (G.7714)

» Signaling and Connection Management (G.7713): Defines Isignanterfaces and
functional requirements, including specific signaling rages, objects and
procedures to realize connection provisioning. Protocol-speeftommendations are
in the series G.7713.%, including some based on GMPLS (@.§713.2 which is
based on GMPLS RSVP-TE).

* Routing and Topology Discovery (G.7715). Protocol specibased on IETF
protocols are expected.

In general, it appears that the ITU and IETF are movirgggonsistent fashion. The
ITU is increasingly relying on the IETF to provide the chee protocol expertise. The
IETF in turn seems to be listening to the functional neqménts coming from the 1TU
and the OIF, which have more input from the telecomeratr
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The GMPLS vision is that of a wide variety of teclugies (including packet-
switched, lambda-switched, TDM, fiber-switched) smoothtgmworking. The reality is
much more complex. Even though GMPLS protocols are beidgly implemented,
end-to-end provisioning through a single GMPLS-based domaiot ia realistic solution
because of vendor and technological incompatibilitiesnimidtrative and ownership
constraints, and scalability [70].

The expected outcome is a control plane divided insoretie "clouds" (domains)
on the basis of vendor, ownership and administratiaialsdity, and technology. Within
clouds there will be trust and complete information isigaas needed; between clouds
there may be limits on information flow based on trasalability issues, and/or technical
differences. These control planes will interworkotngh "User-Network Interfaces"
(UNIs) at the edges of the optical transport cloud betwa client and the optical
network, and "Network-Network Interfaces" (NNIs) betwatomains within the optical
transport cloud.

Before turning to the UNI and NNI standards, two imporgarieral points need to
be made:

* It is essential not to overemphasize the UNI/NNtidetion. Indeed, in the GMPLS
signaling architecture these interfaces are treatesh@svath a recognition that the
specific information flows will differ between intade types. As we will see, there is
almost a continuum of interfaces possible.

* No assumption is made about the control planes running tber eside of the
interface.

Turning first to the UNI: A UNI can be categorized as jubt private depending
upon context and service models. Routing information, fiogpology state information)
can be exchanged across a private UNI. On the othet, lsaich information is not
exchanged across a public UNI interface, or such informatiay be exchanged with
very explicit restrictions. The most restrictive UBn be compared to voice telephone
"dial tone": After handshakes (the dial tone) therntlisends the called party's address
over the UNI. The network may then respond with progsegsals, culminating in a call
established message.

The OIF UNI 1.0 Implementation Agreement [71]: This isdzh on GMPLS
signaling specification (RSVP-TE and LMP, with a CR-LDRian). UNI 1.0 specifies
methods for neighbor and service discovery, and alloslgeat to request a connection,
including bandwidth, signal type, and routing constraidtgefsity). UNI signaling can
be between the network elements. It is also posddrleone or both of them to be
represented by a proxy.

Work continues on OIF UNI 2.0. Notable features under denstion include
dynamic in-service modification of the connection dhaialth, multi-point connections,
and Gigabit Ethernet support. The UNI could legitimatelyekended in a number of
other dimensions. Within the OIF, for example, profokave been made to allow the
client to specify the routing to use and to pass sorpeldgy information from the
network to the client. The applications in mind were doprivate UNI (in the sense
discussed above). A limited NNI capability, suitable dofprivate NNI" such as might
be needed for a L1 VPN (see below), was identified agpaiication of this sort of UNI.
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When these were discussed (2001-2) there was not suffad@emand and so they were
not prioritized for an early OIF release.

The OIF is considering forming an "end user" working grauplibow non-carrier
clients to be represented in the identification and pi@ation of needs.There are many
OIF UNI 1.0 implementations, by both system vendos jgrotocol stack vendors. The
OIF has held two successful Interop events, at Supenc2@®1 (with 25 vendors), and
most recently at OFC 2003, where interoperability betwbese implementations was
demonstrated. In both cases more detailed testing wésdhiog the University of New
Hampshire (UNH) prior to the public event.

Carriers have identified a clear need for an NNI to ndefadministrative
boundaries, to allow for scalability of routing and sigmg to isolate partitions of the
network for security or reliability, and to accommodatehnology differences between
systems, for example, by partitioning a single carrieeswork into separate single
vendor sub-networks. NNI drivers and issues are discusg@@]itn addition, the Grid
community and others have identified needs for the ragtimbbshment of connections
spanning multiple carriers.

An NNI raises issues not seen in a public UNI:

* Reachability information and sufficient topology andpaeaty availability
information to allow adequate routing must be exchangedtbie NNI, but to
avoid "signaling storms”, especially when there is aiBaant failure, it is
important to limit the volume of this information.

* It may be difficult or impossible to determine whethdink in one domain is
diverse (i.e., has no common failure points) fromn& In another domain;
this greatly complicates diverse routing.

* When there is only limited trust or there are businesses involved, there
may be further information sharing constraints. As lbarseen in the BGP
protocol used for inter-AS routing in the Internet, ttas lead to considerable
complexity and manual policy management [72]

Multi-domain optical routing also differs from the cesponding IP problem, most
notably because the cost impact of each routing dectsam be far greater. As more
complex all-optical domains come into existence, additiconsiderations arise [73,74].

NNI architecture is based on some assumptions: indepesndi@m the protocols
used within a domain; internal domain operation invisiblesidat the domain; and
independence of intra-domain protection and restorationougth

The OIF is working on an NNI Implementation Agreemetn interoperability
event, with 12 systems and software vendors participatvag, held at OFC 2003 with
preliminary testing at UNH. Preliminary NNI signalingdarouting specs were used as
the basis for this:

» Signaling was based on the GMPLS extensions of RSVP-TE.

* Routing was based on the ITU-T G.8080 routing architectutle same details as
defined in the G.7715. These require support of hierarchy wsiimk-state based
protocol at each routing level. The protocol used was OSRPF extensions for
Traffic Engineering and GMPLS, and some new (sub-) TLVs.
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The OIF architecture allows several types of domainrattsbn. One, comparable
to that used by BGP in the Internet, replaces each doméiravgingle "abstract node".
This can cause seriously non-optimal routing in somescasavever, so the capability of
representing a domain by its "border nodes" (where irgerath connections occur) and
abstract intra-domain links connecting them is also praovide

The initial OIF NNI targets the multi-domain/single war space. However if there
are not serious trust issues conceptually it should be georerally applicable.

Another area receiving considerable attention in allstaedards bodies are Layer
1 Virtual Private Networks (L1 VPNs). There are manyfedédnt types of L1 VPNs
possible (see ITU Y.1312). A rough realization of a L1 V&Nhe wavelength level
might be as follows:

* The Grid application contracts for specific numberswafvelengths on designated
links in a provider network, including OXC capacity.

* The detailed state of this capacity, including service-tiffgmoutages, is advertised
back to the application in real time by the network.

* The application (and only the application) can add andventonnections routed
over the contracted capacity. Routing can be coattalldesired by the application.

In effect this would behave like a customer-owned ndtwor

Standards for L1 VPNSs are starting to emerge. ITU Y.134d%ges requirements;
Y.llvpnarch an architecture; and the TelemanagemeninF¢fMF) TMF 814 covers
some important control interfaces.

Initial work in the ITU and OIF targets VPNs within axgle provider network.
This could be extended by use of an NNI or by putting ag@ic@awned OXCs at the
network connect points.

6.2 OBGP

If a path is wholly contained within an administratidemain, it is possible to
engineer an optimal path with GMPLS. However, if tpath traverses multiple
administrative domains, more complicated negotiatiaretessary. OBGP [75] is needed
to bridge the path between end points that are in diffetemains, and each domain may
deploy a different strategy to allocate its resources.

Optical Border Gateway Protocol (OBGP) builds on thedBo Gateway Protocol
(BGP), the well established inter-autonomous routing sysisotocol [76]. OBGP is
very much oriented toward the Grid concept of enablingiemns to discover and
utilize all required resources, including light-paths. OB®Rs designed in part to
motivate the migration from today's centralized netding environments with their
complex hierarchies of protocols and control methods tersronment where optical
network resources are shared and managed by individual agjanizand communities
[77]. OBGP is an interdomain lightpath management totli wapabilities for discovery,
provisioning, messaging, and adjustment.

OBGP is an OGSA service that automates the estai#ishof new forwarding
paths in the edge routers or servers on a networksresulh of the creation of optical
path across one or more optical clouds. If the forimgrthbles are not updated then the
edge IP routers or servers will not see the new pa&th.date most routing “first hop”
interface topology configuration is hand coded into nsutand servers. OBGP
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automates that process. OBGP may in some cases npaytbaf work flow process for
the establishment of an optical path where a Grid eg@in signals individual network
elements or network service abstractions (such as UiNIYor example, CANARIE’s

User Controlled LightPath Software (UCLP) Grid Servitgantiation.

In many cases, some higher authority may be involved to solagbitrate various
problems concerning policies within a domain.

OBGP can be used in conjunction with GMPLS to interconmetworks and
maintaining the lightpath between end-to-end connectidB&P can also perform some
optimisation in term of dynamically selecting autonasiodomains and therefore
improving the performance of Grid.

The combination of GMPLS, OBGP and/or other multi-domaiotocols under
evaluation will enable control of optical nodes, peepéer connections, secure data
exchange and QoS required by the Grid.

6.3 Control Plane Summary

In a dedicated optical Grid network where high volume dedasfers between well
known users and/or sites are the major application dreréwo approaches as to how an
optical network could be deployed:

(a) A shared optical "cloud" with rapid switching of ladas between users (OBS,
GMPLS, ASON)

(b) A fixed optical point to point (partial) mesh betweesers with slow "automatic fiber
patch panel" switching (OBGP)

An important infrastructure choice that will confrongtrid community is deciding
when/where to use standardized optical networking copioke architectures/protocols
and when/where to create their own customized protocalse some existing alternative
such as OBGP.

Using standardized architectures and protocols has a nwinddvantages:

» These protocols will need to be supported by applicatikkessbme of the "Virtual
Organization" examples given in [78], which need temporecgnfigurable
connectivity to locations best reached by use of@afacilities.

* Likewise, if rapid reconfigurability is desired or if appication might scale to a
significant size (tens of nodes) these protocols sedwe the only plausible path.

» Software implementing these protocols is frequentlylalls on the web or from
software vendors. When this can be done, the needltbupuoptical control
plane expertise at the expense of investing in the afiphcanay be mitigated.

» Post-bubble, the vendors who do the bulk of the workenstandards forums are
likely to be eager to extend standards to meet the néedsrge user community
with specific needs.

Using these architectures and protocols also has didadyesn
» Applications whose connectivity needs can be met dattk fiber owned or under
IRU/long lease, and whose network size is modest atkestand who do not
need rapid reconfigurability, will likely gain little fromdvanced, feature-rich
solutions developed for much larger and more volatile egdins.
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» Applications requiring unique or extremely demanding optiealvorking
capabilities may not be able to get their needs metigiirthe standardization
process.

» To date, standardized protocols and architectures are aailglale for connection-
oriented networking. No help for optical packet switchingtical burst
switching, for example, is yet available.

7. Grid User Network Interface (GUNI)

To facilitate on demand access to Grid services, inteabpeprocedures between
Grid users and optical network for agreement negotiationGuidl service activation
have to be developed. These procedures constitute the Geid Network Interface
(GUNI). The GUNI functionalities and implementationil be influenced by:
» Service invocation scenarios
o Direct service invocation : user/client directly reqedsdtm the optical
network for a Grid service
o Indirect service invocation : user/client requests f@ri service through an
agent on the optical network
» Control plane architecture
o Overlay model:In this model the user sees the optical network topcdsgy
black box and user protocols are separated from networkcpistd&nder this
model, the optical network provides a set of well-defiservices to clients
o Peer model: network acts like a single collection of d=viacluding user and
single protocol runs by both user and optical nodesh®optical path
placement and setup
* Optical transport format : it determines how to send #iggeand control messages
as well as data from user/client to the optical network
o Circuit/Wavelength/frame dependent switching: signallinggigt in
conjunction with the data or over dedicated signallioginection (e.qg.
dedicated wavelength or SDH/SONET connection)
o Flow/burst/packet switching : signalling is send using slgmppacket or
control burst
o0 Hybrid switching ( combination of two former approaches)

There are several standard organisations working on ewaduaf the optical
network toward optical Internet. Among all of thehetITU-T (through ASTN frame
work), Optical Domain Service Interconnect (ODSI)ptiGal Internetworking Forum
(OIF) and IETF are involved with development of the Network Interface (UNI)
mechanism. The UNI standards and definitions from theselard bodies can be used as
a basic platform (model) for the GUNI [71,79].

7.1 Background

* Network control model:
Within the ODSI, OIF (UNI 1.0) and ITU-T (G.ASTN) stamdabodies, the UNI is
addressed considering overlay control architecture. TheUDIIF(an extension to UNI
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1.0 and later UNI 2.0) in conjunction with IETF through 8M5 (MPLS) also addresses
UNI mechanism in a peer control model.

o G.ASTN: It addresses the control and management architecturearfo
automatically switched optical transport network including tlontrol plane
of UNI and its requirements for signaling

o OIF UNI 1.0: Within the Optical Internetworking Forum (OIF), the Use
Network Interface (UNI) 1.0 specification addressesdémand for defining
a set network services, the signaling protocols used to inhekservices, the
mechanisms used to transport signaling messages, and proctairesd
signaling. UNI 1.0 particularly focuses on the ability t@ate and delete
point-to-point transport network connections on-demaithe service
exposure is accomplished according to the UNI serviceraete
configurations that rely on a client-side (UNI-C) andetwork-side (UNI-N)
signaling agent. Similarly to the client-side, proxy mec$iasion the network
side are supported by the OIF document. The UNI-N impHd is either
provided by the network element itself, or by some managesystem. The
UNI in OIF has been extended in conjunction with IETFM to support
MPAS thus it can be used in optical networks with unified comtiaoie (peer
model)

o ODSI: It defines the service interface for management otaptrails as well
as transaction control points and a message set usedettace with the
optical network. The UNI within the ODSI standard providesservice
discovery mechanism to invoke connection creation,tidelemodification
and query.

» Service invocation scenario:

Under the direct invocation model, the client is diseettached to the transport
network and is itself a member of the service signgtraress. It therefore implements
the signaling and, optionally, the neighbor discovergicfions. Under the indirect
invocation model, the client invokes transport netwakvises using proxy signaling.
Here, the proxy implements the signaling functionalityd aexposes the services
according to its service exposure mechanisms. As a comsrgjube indirect invocation
model allows for an integration of UNI-based servicathout claiming UNI-based
functionality in each client.

* Optical transport format consideration:

All of the UNI standards support SDH/SONET and wavelesgiitching transport
format in optical domain. Thus there is lake of supgortthe Grid services that use
optical flow/packet/burst in optical transport network.

While all of fore mentioned UNI standards offer a wayrequest a particular
point-to-point connection with rather limited flexiiy, it does not support a more
complex agreement negotiation process such as the@ropesed by the Web Service
Agreement draft document of the Grid Resource Allocatkgreement Protocol
(GRAAP) Working Group (www.ggf.org). Here, an agreememivider negotiates the
details of a potentially future service with an agreematiator. This process covers the
admission control decisions, including policy and secumityrmation to be processed by
AAA functions. Once an agreement is observed, theeetlaervice can be activated
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under the constraints listed in the agreement. Hencag@ement can be used to model
an advance reservation.

In the Grid enabled optical network with heterogeneousstyyf services and user
demands, it is essential to support various types of Utlasing and control (peer and
overlay model), service invocation scenarios (dirack iadirect) as well as different data
transport formats (SDH/SONET and optical packet/butki¥iy. This wide variety of
requirements suggests that GUNI must be implemented wsiogmbination of the
various UNI standards explained before plus extra furglites that is required to
support Grid networking services.

7.2 Goals

While a high-level agreement negotiation process suttiag\greement addresses
the demand of a Grid resource management infrastructioee signaling and data
transport also needs to be developed between Service gravid the underlying optical
transport network. These procedures constitute the GWell,the service interface
between a Grid service provider (indirect service invooator Grid user (direct service
invocation) and optical transport network. The GUNI tiomalities are grouped in the
following categories:

» Signalling
0 Flexible bandwidth allocation
0 Support for claiming existing agreements including
» Scheduled services, i.e. advance reservations
* Incorporation of AAA-information
0 Automatic and timely provisioning
* light-path setup
» Automatic neighbour hood discovery
* Automatic service discovery
o Fault detection, protection and restoration
o Propagation of service and agreement related events
e Transport
o Traffic classification, grooming, shaping and transmissotity construction
o Data plane security

The signalling mechanism will be responsible for requestegablishing and
maintaining connectivity between Grid users and Grid ressuwhile the data transport
mechanism will provide a traffic/bandwidth mapping betwé#®n Grid service and the
optical transport network.

7.3 Functionalities

* Flexible bandwidth allocation:

GUNI will provide a mechanism for allocation of the reqdirbandwidth (i.e.
Wavelength or sub-wavelength) for the Grid user/service. attribute “flexible” is used
to indicate that GUNI will in principle support variousndavidth services requiring
multiple wavelength, single wavelength or sub-waveler{@iwst, packet) such as a
Private Line, a Relay service, a Wire service, as a&lmultipoint and VPN services.
Finally, the term “flexible” also gives an indicatidhe ability to control the actual
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service at multi-homed end-systems. The UNI 2.0 inteassessment of candidates
(OIF2002.024.3) already lists various specific functionsis area, particularly:

a. Multi- and Dual-Homing

b. Optical VPNs

c. Ethernet Support (including optical)

d. G.709 Support

e. Point-to-Multipoint Connection Setup

» Support for claiming existing agreements:

GUNI is not aiming to support complex agreement negotiatsoich as proposed
by WS Agreement. Instead, GUNI is supposed to be theaetetb claim the service of
an existing agreement. Hence, GUNI must allow foritherporation of information that
relates to an existing agreement. This covers the sumboat lambda time-sharing
mechanism to facilitate scheduling of bandwidth over preddftime windows for the
Grid users/service (i.e. lambda time-sharing for effidiew cost bandwidth utilization).
The GUNI signaling also would be required to support ownergblicy of bandwidth
and the transport of authentication and authorizatiatere credentials.

* Automatic and timely light-path setup:

Users can automatically schedule, provision, and setigigp-daths across the
network. To setup a light-path for a particular Gridvess, user must be able to discover
and invoke the Grid service (automatic service discovégje that this setup might be
related to an agreement that covers a future time adterv

» Fault detection, protection and restoration:

As Grid services have wide variety of requirements afidrdit level of sensitivity
to transport network faults (see section 2) the GUNItngs able to support/invoke
different protection and restoration signaling schemes.

» Propagation of service and agreement related events:

GUNI will have to address the particular demand of GrigrelServices. The
support of propagating asynchronous events allows for thelogewent of adaptive
applications and services. Also, the support of scheduleitas requires the ability to
notify the requester about events that result in semprovisioning problems.

» Traffic classification, grooming, shaping and transmission enty construction:

The GUNI performs traffic classification and aggregatiomder supervision of
service control and management plane. At transport layssical layer) the GUNI must
be able to map the data traffic to a transmissiortye(eig. optical burst). In case of in
band signaling the GUNI will provide a mapping mechanisntrimmsmission of control
messages (e.g. control wavelength allocation).

» Security:

The GUNI would be necessary to support a security mechanisiooth control
plane (signaling) supporting security credentials and pafityrmation sourced by an
agreement provider and data plane (transport). (See sé&6jion
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7.4 Implementation (technology consideration)

The GUNI implementation will be influenced mainly by ttransport network
switching paradigm described in section 2.2. For examplg @chnology will require a
fast tuneable and reconfigurable GUNI to facilitate dynabaindwidth allocation and
lambda sharing between users.

In terms of GUNI technology, fast tuneable laser andh-Bjgeed reconfigurable
hardware (e.g. fast field programmable gate arrays) apveniging technology for
realizing required functionality at the user interfa¢e¢he optical enabled Grid network.
They can meet hardware requirements for a hybrid GUatl $upports different type of
signaling and transmission formats.

8. Optical Networks as Grid service environment

Optical networks can be viewed as essential building blémks connectivity
infrastructure for service architectures including the Ofei Service Architecture
(OGSA) [80], or as "network resources" to be offerecsewices to the Grid like any
other resources such as processing and storage devices.

This section offers some definitions of a Grid servicglores how optical network
resources can be created and encapsulated as a Grid.service

8.1 Grid Services

Grid services are self-contained, self-describing apica that can be published,
located, and invoked over an internet. Grid services cdorpea range of functions,
from simple resource requests to complicated businessientific procedures. Once a
Grid service component is deployed, other Grid servicesdiscover and invoke the
published service via its interface. A Grid service mush @lessess three additional
properties. First, it must be an instance of a sermgreimentation of some service type.
Second, it must have a Grid Services Handle (GSH), wicjint be the Web Service
Description Language (WSDL) document (or some other reptaisons) for the service
instance. Third, each Grid Service instance must implemguart called "GridService"
which has three operations:

» FindServiceData. This operation allows a client to discawore information about
the service's state, execution environment and other gléhail are not available in
the GSR.

» Destroy. This operation allows an authorized cliertetminate the service instance.

» SetTerminationTime. This operation allows the lifetiof@ service to be set

OGSA defines the semantics of a Grid service instaredadimg service instance
creation, naming, lifetime management and communicatiotogols. The creation of a
new Grid service instance involves the creation of & meocess in the hosting
environment, which has the primary responsibility for enguthat the services it
supports adhere to defined Grid service semantics.
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8.2 Optical Network Resources

If optical networks are considered as network resources sthéred among virtual
organizations one needs to specify exactly what are niamptical network resources,
how to encapsulate these resources into services, hoartage these services.

So what would be a meaningful optical network resource thatl e offered at a
level most useful to an application? In optical netwopkssible resources may include
optical an cross connect (OXC) or a photonic switching @efrie. OBS, OPS), a fiber, a
wavelength, a waveband, a generalized label, an opincaslot, an interface, etc. [68].
These and other choices are normally coupled tighitly the intended application. For
the purpose of this document, let's assume some typétalork resources: 1) an optical
path with a specific bandwidth requirement across twopemats and 2) an optical tree
with adequate bandwidth across multiple end points in &igast situation. To be more
specific, one may specify QoS constraints on thetiegspa terms reliability, delay, jitter,
protection, alternative path, or even the exact tincecamation for which the resource is
needed.

Whatever the choices, it can be seen that an opesalurce (as defined) will
involve two or more network entities, not wholly contdnwithin a network element.
This makes the situation a bit more complicated sinceesgrvation and allocation will
involve cooperation of more than one network elemedtber Grid services such as
processors, storage devices can be simply controlledllacdtad (booked, reserved) by
one network element without external constraints.

The situation is further complicated when a desired pedlerses multiple
heterogeneous administrative domain. Local managementhef resource at the
originating end of the path may not able to negotiate layahout involvement of some
higher authority. Issues involved security and cooperatiangrdifferent administrative
domains have to be considered.

8.3 Optical network as a Grid service

OGSA framework demands that a service be representea s&df contained,
modular entity that can be discovered, registered, meditanstantiated, created and
destroyed with some form of life cycle management.
To be OGSA-compliant, an optical network resource tisabe wrapped up into an
object that has name, characteristics, and facilibesnvocation, monitoring. It is thus
necessary for a local Grid Resource Allocation and lgament [81], situated above the
Optical Control Plane, to manage its resources. The (aad Resource Allocation and
Management is responsible to create as well as mahageequired optical resources
using GMPLS or other form of signaling.
To assist the messaging, discovery, instance creatidnlif@ime management
functions required by a Grid service, the OGSA standaidl &&rvice ports include
* NotificationSource and NotificationSnk ports. These services constitute a simple
publish-subscribe system.

* HandleMap. This service provides the mapping between the Grid Seraodle and
the current Grid Service Reference.

* Registry. This service allows a service instance to be bound tegatry. The
Registry port also allows services to be unregistered.
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» Factory. A Factory service is a service that can be used tieciestances of other
services. In Grid applications the factory service ceeate instances of transient
application services.

A Grid service hence always requires a hosting environmentprovide
supplementary functions including Global Information SewmjiceGrid Security
Infrastructure, and to ensuring that the services it suppdhsre to defined Grid service
semantics.

8.4 Grid Resource Management issues

Few people in the Grid community thought of network aesamurce in the same
way as processing or storage. They are inclined eithgewothe network as a bottleneck
or, if bandwidth resources are plentiful, to take teework for granted without the need
for reserving options for their applications. This viewaswreflected in the early
architecture of the Globus Resource Allocation Managenf&RAM) architecture.
Advances have been made, however, the “network resountasédging problem is far
from being solved. This section takes a look at variowssiess concerning the
encapsulation and allocation of optical network resources

In the network community, network resources are oftetically allocated, or
allocated on-demand. In the Grid community, resourcesftae reserved, allocated, and
even scheduled. In cases where only on-demand allocagiorequired, existing
reservation techniques may be adequate. In other casessarwation and co-allocation
may be necessary to cope with staging in a heterogememironment [24]. In cases
where flexible scheduling is necessary to resolve camijicrequests for resources,
additional protocols involving cooperation are required tergure a scheduled plan is
acceptable among all participants.

* Globus Resource Management Architecture.

A Resource Management Architecture for Metacomputing Bstp82] was
proposed to deal with the co-allocation problem whereliGgipns have resource
requirements that can be satisfied only by using resoanmtesdtaneously at several sites.
In this architecture, an extensible resource specificalémguage (RSL) is used to
communicate requests for resources between componentsapplications to resource
brokers, resource co-allocators and resource manageMor&oring and Discovery
Service (MDS) is a service that houses information pengato the potential computing
resources, their specifications, and their current aviity. Resource brokers are
responsible for taking high-level RSL specifications @rmohsforming them into more
concrete specifications (ground requests) that can bedo&sse co-allocator which is
responsible for coordinating the allocation and manageofeesources at multiple sites.
Resource co-allocators break a multirequest that invok&surces at multiple sites, into
its constituent elements and pass each component to thepagi@ resource manager.
Each resource manager (GRAM, Globus Resource AllocMemager) in the system is
responsible for taking a RSL request and translatingat aperations in the local, site-
specific resource management system.

* Advancereservation.
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The realization of end-to-end quality of service (QoS)rgui@ed in emerging
network-based applications requires mechanisms that sufmsbrdynamic discovery
and then advance or immediate reservation of resstinet¢ will often be heterogeneous
in type and implementation and independently controlledsaministered.

The GRAM architecture does not address the issue of aslvaservations and
heterogeneous resource types. The absence of advansvatiess means that we cannot
ensure that a resource can provide a requested QoS whéededie lack of support
for network, disk, ands other resource types makes it wifesto provide end-to-end
QoS guarantees when an application involves more tlsaiegunputation.

To address this problem, the General-purpose Architectur®dservation and
Allocation (GARA) was proposed [24]. By splitting resatien from allocation, GARA
enables advance reservation of resources, which caritibal to application success if a
required resource is in high demand. Also, if reservaigoicheaper than allocation,
lighter-weight resource reservation strategies caenpeloyed rather than expensive and
immediate allocation of actual resources.

» Service scheduling and Agreement-based Service Management.

The most challenging issue in the management of resour€grid environments is
the scheduling of dynamic Grid services where negotiatiay be required to adapt
application requirements to resource availability, paldidy when requirements and
resource characteristics change during execution. Theyieeht of such environments
requires the ability to create Grid services and adjst policies and behavior based on
organizational goals and application requirement.

WS-Agreement negotiation model was proposed [83] allowimgnagement in
these environments where centralized control is implessithe WS-Agreement model
uses agreement negotiation to capture the notion of dgalynadjusting policies that
affect the service environment without necessarily exggosie details necessary to enact
or enforce the policies.

WS-Agreement is based on Agreement services that represe ongoing
relationship between an agreement initiator (a usereatar an application manager)
and an agreement provider. It also defines the behaviar ddlivered service to the
client.

WS-Agreement model uses agreement negotiation to arrivea amutual
understanding of service provider behavior. Negotiation tatafsl dialogue. It may be
as simple as a single request message being allowedtjdsynpolicy, or it may involve
a complicated scenarios where the policies and intaateedommitments of the two
parties are revealed piece by piece over a long seqoémeessage exchanges, resulting
in an agreement capturing an intersection in theic@sli

The WS-Agreement model defines two essential portTypesAgreement service
and the AgreementFactory service. The AgreementFactgyosts the creation of the
Agreement servicve. A client negotiates agreements bykimgothe createService
operation of the AgreementFactory service of an agreepravider with appropriate
argument content (requested terms). Some input CreatmmBeers are fixed while
others may be negotiated.

As a result of the negotiation process, an Agreemanice may be created if all
the agreement terms are acceptable (observed) by thelgmastherwise a fault response

37



Draft-ggf-ghpn-opticalnets-1 Informational Track March 2004

is returned. An Agreement service should always retate“tielivered service “behavior
which may involve a Grid service. It may relate to ariseng service” known by the
agreement provider. In this case the Agreement repreaerdaspect of policy affecting
the behavior of that service. Alternatively, the Agneat service may relate to a “new
service” which will be created due to the agreementhi;idase, the Agreement service
may represents, on the part of the agreement providdr,abobmmitment to create the
new service and policy affecting the behavior of the sewice.

Realizing that relationships can be formed between seraiogshe relationships
between Agreement services may be dynamically changedhgduhe agreement
lifecycle, a WS-Agreement service is endowed with thgability to expose rich,
dynamic relationships to other services. This flexibiisyachieved by inheriting the
ServiceGroup portType and defining ServiceGroup entry coritergharacterize the
relationship of member services to the service preseriengnember in a ServiceGroup
entry. An interesting relationship is the agreement caitipa relationship which
provides a coordinated interface to multiple Agreememicss.

As mentioned earlier, flexible scheduling is necessaryesolve conflicting user
requests for resources, additional protocols involving codparate required to make
sure a scheduled plan is acceptable among all participAf8sAgreement is a Grid
interface that is being specified by the GGF as a protwwbinterface for managing Grid
services.

It is believed that WS-Agreement model presents a verfjulugamework for
effective scheduling of Grid resources. Adopting this med&looperating agreement is
essential in providing interoperability in the Grid heteragars environments. However,
it is equally important to ensure that an OGSI-Agreenmotel remains simple and
realistic. It has the potential of evolving into an egemplicated model which cannot be
deployed effectively.

8.5 Network Specific Issues

» Level of abstraction for encapsulating network resource Grid service.

As defined earlier, a Grid service is a self-containelfl described application that
can be published, located and invoked over a network. Byd#figition, capacities
offered by a network end point do not constitute a networ# &arvice. Multiple end
points must cooperate to establish a network Grid serv@meexample, reservation along
an end-to-end path is required to establish a network pipeebetend points with a
certain bandwidth capacity. By comparison, other regsustich as storage capacity or
processing capacity can be offered by a node without cdaperaith other nodes. For
this reason we believe that a different of abstoactis required to model network
resource as a Grid service.

Attempts have been made to treat network resourcéstasldss citizens like other
resources. However, very little attempt has been madederstand the differences in
the nature of a network Grid service relative to othad Gervices. Simple solution is
often offered whereby the source domain is given authtritake care of everything in
establishing a network resource Grid service. This is In@tya a feasible solution across
different administrative domains.

Another approach (the network community approach or {ikeFapproach) is to
use signaling mechanisms of the control plane (suchHJ#)®f a network to establish a
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guantifiable network resource. The problem here is howgi@e on AAA functions,
integrate signaling mechanisms, and negotiate policiessanaltiple domains.

We believe that with WS-Agreement services, elegauotisas may be found. We
suggest that Agreement services be established at sewelaldepending on the nature
of the resources. For example, in the case of netweskurces within a virtual
organization, an Agreement service at the VO level ces®ary to establish the overall
policy over its multiple domains and other Agreement sesviat domain level are
required to negotiate and encapsulate an end-to-end neteswirce satisfactorily. By
doing so, network resource can easily be encapsulatadaid service.

* Agreement negotiation and service initiation.

Another issue is the need to distinguish between thecagnat negotiation and the
negotiated service initiation. It is believe that separation is necessary for a number of
considerations:

* The two activities belong to different phases of estainigs a network Grid
service. Agreement negotiation can take care of AAA tians and other
policy matters and service initiation allows GUNI oreatinterfaces to invoke
the negotiated network service.

* WS-Agreement-based services are generic and can be ukeskwices other
than network services.

* The separation makes the design of components cleansafde and efficient

8.6 High level GUNI services

It is assumed in this section that the WS-Agreemesedaet of services has been
satisfied. These services as mentioned above willlbaat policy and AAA related
negotiations and agreements. This could also contaipdhey of inter-domain type of
interactions from the originating end. Since most conars will involve inter-domain
interactions as well as different signaling protoctie Grid service interface shall be
generic enough to not exclude the different protocols (e.d.RJGMPLS, JIT, etc.) or
the different technologies. (SONET, GigE, PXC (phatogiioss-connects)). The Grid
service will basically request optical connectivity, teervice implementation will
translate that request to the local context and userA@/8ement for the signaling
protocol of choice. A single optical connection caclude a combination of several
signaling protocols and technologies, that the user mayagrnot be aware of.

This section assumes that the first phase of estaigishnetwork Grid service, the
WS-Argreement has occurred with an end user which takeso€all policy matters as
mentioned above. What follows, are some basic gersgiwices imitated by the
application for connection establishment, connectioronitoring, connection
notifications, and advanced scheduled connections.

Initially we will break these tasks into three Gridwees: 1) CreateOpticalConnection,
2) CreateScheduledOpticalConnection, 3) QueryOpticalNetwork

Instances of these services will interact with eatter as well as other Grid services
before resolving the request. An example of operatindsSrvice Data elements for an
optical network service follows:
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Operation Name InputMessage OutputMessgge  Coments
getConnection DestinationAdressErrorCode Other than the
SourceAddress | Connectionld destination
wavelength address, many of
QoSData these input
BW parameters
Duration should have
DataSize default values.
ApplicationQoS
Protocols

getSourceRoutedConnecti

pestinationAdress

ErrorCode

This request ma

[®)

[2)

Routinglnfo Connectionld be required for
wavelength lightpaths that
QoSData require a certain
BW route due tQ
Duration policy,
DataSize negotiation, of
Protocols guality reasons.
getAllPhotonicConnection DestinationAdres&rrorCode Connection tha
wavelength Connectionld | does not underg
QoSData OEO conversior
BW on the data — allt
Duration photonic
DataSize connection
Protocols
get AddressTranslation protocolAddress commonAddréss example:
translation from
an ATM address
to an IP addres
may be useful.
isReachable destinationAddredsoolean Within the WSt
Agreement, is a
particular
destination
address reachab
or not.
isAvailable destinationAddressboolean Is the networ
wavelength connection
BW available at this
QoS time.
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CreateOpticalConnection Service Data Elements

Service Data Type Sequence

connectionStatus| :boolean

connectionBW int

DestinationAdress

wavelength

QoSData SequengelransprotBER
ReastorationTime
Priority
PreEmption

ApplicationQoS | Sequengelitter
Delay
BW

BW int

Duration

DataSize

Protocols Enum

9. QoS for the Grid optical transport

QoS of an optical transport network will play an intpaot role in the future of
high-demand Grid computing. Optical connections in a Grid enriemt will be initiated
on an as needed basis by the Grid applications, andatiacennection request will have
an associated set of optical transport QoS requirememesfollowing are potential QoS
parameters for which a Grid application may requestptical layer restoration times, ii)
priority and preemption of a connection, iii) physicalyda signal degradation
(application BER). The Grid application’s connection resjwell contain the appropriate
QoS parameters to meet the application’s needs. Phyayeal impairments are a key
concern in high-datarate optical networks and will plagigmificant role in future Grid
networks and SLAs. This section discusses some ofsoes related to physical layer
QoS.

Advances in optical technologies, faster transceiveigher quality fibers, faster
photonic switches, will generate significant changesuinré optical networks. Most of
today’s currently deployed optical transport networks haeefollowing characteristics:
i) small all-optical islands, ii) relatively Low bitates (less than 10Gig), iii) static
wavelength configuration, iv) over engineered to reflechaae homogeneous (from a
physical layer QoS perspective) network (all routesshaw BER), v) more OADMs
than photonic switches. In contrast, it is predictedt tfuture optical networks will
migrate towards the following characteristics: i) largi-optical islands (no OEO
regeneration) — end-to-end optical connections, ii) hgereous signals (modulation
format, datarates, protocols), iii) higher bitrates > 1§, @) dynamically reconfigurable
at wavelength, and sub-wavelength levels, v) mulpbigsical layer QoS levels.
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9.1 Physical Layer Impairments

A number of publications [84,85,86,87,88,89,90]state that physiptical
impairments play a more significant role in signal ddgt®n at bit rates greater than
10Gb/s. Most carriers have started experimentatioh W@iGb/s and research is well
underway for 160Gb/s. The following are a list of sometlug physical layer
impairments, which cause signal degradation:

Linear impairments:
ASE - Amplifier Spontaneous Emission
PMD - Polarized Mode Dispersion
CD - Chromatic Dispersion
Nonlinear impairments:
SPM - Self-phase modulation
XPM - Cross-phase modulation
FWM - Four-wave mixing
SRS - Stimulated Ramman scattering effects
SBS - Stimulated Brillion

9.2 All-photonic networks

A goal of most optical switching technologies (lambda,kpgcburst, etc.) is to
increase the all-photonic island (no OEO). Having &platonic network connection
provides the following advantages: i) a unique capability wbaig the two end-point
transceivers need to understand the format, protocol, dd&a etc. of the data
transmitted, ii) low latency across the network (assgnapplication level latency and
jitter requirements are handled at the edges) iii) no @EQuced NE costs). Examples
include: raw data sent from instrumentation to remote pgBdog systems, non-IP
applications (HDTV), analog data, etc. This is notdage when OEO is involved. This
could be very useful in high-end Grid applications, whéee gharing of data requires
mainly compatible transceivers. The network is complet@eaware of the contents of
the transmitted signal. Alongside these benefits,t®xa® increase in physical layer
impairments resulting in higher BER for applications.

As stated earlier, the goal for future optical netvirmgktechnologies is to increase
the size of the all-photonic island as well as ineedetarates, both of which increases
signal degradation. Increased signal degradation forcesluction in the all-photonic
island, which puts the above concepts at odds with eadr. d@ime strategy that may
allow the two to co-exist is to 1) integrate physicaklaguality monitoring information
into dynamic routing algorithms, 2) provide network conioeciservices for different
levels of physical layer QoS based on loss-sensitviitthe application. The rationale
being, that different application streams have diffelBR requirements, e.g. voice

connections can tolerate BERs as high as' 1Ovhile real time quality video require

10"". Several mechanisms exist which compensates for esigma( loss) on optical
connections, among them is Forward Error CorrectionCjFE5 a mechanism, re-
transmission, etc. High-end Grid workstations may Hek€ mechanisms available for
their optical connections. Each application will requesbnnection with the appropriate
physical layer QoS parameter to meet its BER toleraddes will allow some
applications to transmit in the all-photonic plane @&O) at higher BER for longer
distances.
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9.3 Physical layer monitoring and the control plane

Today's optical networks use optical layer monitoringdetermining the max # of
hops, max length of spans, and max # of Amplifiers befegeneration in order to

maintain low BER (10 to 10 ). It may be necessary to also utilize optical masito
throughout the network and integrate quality monitoring infdlonainto the control
plane for routing and forwarding. The routing algorithem ancorporate link-based as
well as channel-based quality monitoring information and peothie following benefits:
i) provide dynamic compensation per channel/link — as neegigid Fesearch stage), ii)
pre-determine end-to-end physical layer QoS (BER) of aerda#ised on quality
monitoring information iii) allow data to be maintainedthe optical plane for longer
distance than current practice. There are key challereggsding the assurance of a
requested physical layer QoS was met on a per conneets®ms.bGrid SLA agreements
will require end-to-end assurances of connection QoS. thlamy information capture
and flow for the Grid environment is a current topic e ch and analysis.

Grid users shall be provided query mechanisms (Grid networitoning services)
for determining a route’s BER (source to destinationdetaon returned information, the
Grid application may choose whether a particular rasitsuitable for the applications
loss requirements. Grid applications should be made avfdheir loss tolerance for end-
to-end connections from the network. It is realized thast of today’'s application have
not been tested for their BER requirements. Howeligg, to the potential high BER of a
wireless networks, some applications are now being aealjor their loss tolerance. It
would be useful for Grid applications to follow the wes$ model. For Grid
environments, many in the Grid community tend to think thating decisions should be
left up to the network, but providing a mechanism for the Gral/application to request
their required level of physical layer QoS (end-to-e&dRR

In a Grid environment as mentioned earlier, one end-tazendection can traverse
multiple domains, multiple technologies, including gignaling protocols (UCLP, JIT,
OIF-UNI, etc). Each domain will have monitoring cap#yailit is not clear if connection-
based QoS information will need to be collected onlyhatendpoints or throughout the
network. WS-agreements are Grid based service SLAs,tonmg information is
necessary to reveal whether or not an agreement basvimated. SLA violation should
utilize the OGSI grid services notifications (both pultigpush models) to alert end users
of where and how the violation occurred and the reguéction.

An end-to-end connection traversing multiple technolo¢@sIPLS, UCPL, etc.)
will require adequate translation of the connection redgde®oS parameters. Inter-
operation will be an important challenge for the grichownity to resolve.

9.4 Potential Optical Grid Networking Architectures

The handling of optical layer QoS for the Grid environtsenill be dependent on
existing and future Grid networking architectures. The Grid manity must first
determine key characteristics of a Grid (VO). Will tBeid community target specific
research communities (e.g. high energy physics) whiche héwe following
characteristics: i) relatively small numbers of mapating locations, ii) long lived
relationships (years), iii) participants have a high degf trust. Or, is the target more of
a ad hoc "virtual organizations" (as defined in Foster etAalatomy Of The Grid"),
which has the following characteristics: i) participatilogations determined by VO
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needs — unpredictable, ii) number of simultaneous VO'dddoeillarge, iii) trust levels,
longevitiy of the relationships, etc. will vary by VO. Main the Grid community are
leaning more towards the latter which will require tlodlofving optical networking

strategy: i) networking protocols must be scalable, rolmastassume trust, ii) VO optical
infrastructures likely to vary (customer owned, IRU, éhsiii) multiple optical control

domains may need to cooperate to support A given VO.

Many in the Grid community might be converging on the pwedel versus the
overlay model. Optical control and network state infofomain the peer model is shared
between users and the network. This will require usewaodt for network security and
robustness, including participating multi-user optical nekwgroviders to set up
firewalls to keep any user from compromising other usaree$S commercial protocol
development to date has been overwhelmingly focused atagwaodels; it is highly
recommended that the GGF work with the IETF and th& @l define mutually
acceptable form of peer model (OVPN).

10. Security Considerations

10.1 Threats

Active/passive attacks are grouped in the following tluaegories (A, B, and C)
according to their target.

A. Attacks on out-of-band user-network and network-netveaykaling:

A.1) Acquire confidential data and identities by snoopingitraff

A.2) Modify packets (e.g., a downgrade attack to lessaurisgagreements)

A.3) Inject new packets

A.4) Man-in-the-middle attack at setup time, with usenetwork impersonation,
and hijacking of traffic

A.5) Mount DoS attack against legitimate signaling traffic

A.6) Disrupt the security negotiation process

A.7) Traffic analysis

A.8) Covert channels

A.7 and A.8 are the most speculative ones (no evidehgedcommunities with
sensitivity to these types of attack).

B. Attacks on in-band user-network signaling (as sedlawors of OBS):

B.1) A malicious user can wreak havoc by abusing semarfdgoy., get
authorization to proceed with "tell and wait" and use ‘datl go" instead). A stratum of
strong up-front authentication/authorization is requit@ad out-of-band solutions make
the most sense (e.g. due to heavy-duty crypto processing andsgatamndling). This is
vulnerable to the threats identified in out-of-band uséwnoek signaling (see [A]).

B.2) Past this barrier, a user must be trusted to udigtiteeight in-band signaling
in a sensible way. Therefore, "door-rattling" attackstle# control processor (e.g., by
announcing silly burst sizes) are ruled out.

C. Attacks on the data plane (assuming that L3 and abdaeada already end-to-
end authenticated, with integrity, confidentiality, anplag prevention):
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C.1) Forging of logical capabilities granting access ightpaths (hence
circumventing signaling)
C.2) Violation of non-TDM sharing rules (e.g., OBS)hiit a lightpath

10.2 Strengths

When compared to packet switching, the circuit-oriented tdogies described in
this paper show noteworthy points of strength in securityefy, a circuit is a practical
way to limit trust relationships to a small, tractald¢ sf users (e.g., the two peers in a
dedicated lightpath, or a small set of peers in an G

Conversely, in a packet-switched network a user must @arysand all of its users
to "play nice" and execute their end-to-end protocols enlBTF sanctioned terms only.
For instance, experimental, faulty, or outright malis TCP implementations [91] can
dramatically alter fairness, often reaching the extreame of (D)DoS attack. Access
capacity, QoS, and policy boundaries are known to lefisisnexposure, though in
practice these boundaries are soft-boundaries when cedngar a circuit's “hard”
boundaries. As a case in point, research testbedsecaady exploitation targets due to
the mix of experimentation, high access capacity,rammcommercial-grade QoS/policy
stipulations.

The circuit-oriented optical technologies are seenrathe following strengths:
l. isolation and non-interference among users
Il. compartmentalization in the face of failure or compsem
lll. friendly end-to-end protocol experimentation with a feditrust base
IV. traceable and accountable access (no need for firewalls)
V. hitless circuit setup/teardown

Like any other networked solution, the combination od gpplications and optical
networks is not risk free. Attackers can resort teg¢horoadly-defined exploitation areas,
which apply to the case of applications handling lightpditesctly as well as the case of
applications delegating lightpaths handling to an interverontgr:

A. out-of-fiber signaling, if any (e.g., the attacker impeeges either a user or a
network, with ensuing hijacking of traffic, or downgrading security defenses
leading to further exploitations);

B. in-fiber signaling, if any (e.g., within an OBS setup, ttitacker obtains authorization
to proceed with "tell and wait", but switches to "teltlego” instead);

C. the data plane and its correlation with in-fiber/oufibér signaling (e.g., the attacker
forges capabilities to the data plane, and circumventsighaling plane altogether).

For these, an attacker compromises one or more elenanbng application,
network services, network elements, or the link throwiich the in-fiber/out-of-fiber
handshakes occur.

Well-known authentication, authorization, and accogn({ihAA) techniques, and
their correct implementation/operation, provide aredffe first line of defense. More
defenses are in order (e.g., against attackers tampeiimgnetwork elements and/or the
link).

In scenarios with out-of-fiber signaling, the separatid concerns in signaling vs.
data has merits as well as inherent risks. The key sktrémghat security measures can
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now be designed to custom fit signaling channel and datanelfs. That is, the a-priori
knowledge of their two different traffic patterns caadeo a security schema with tighter
protection. A key risk is that the signaling plane repmesea manifest and highly

rewarding target to attackers. It is easy to imaginé d@haintrusion into signaling and

control planes can generate catastrophic failures. Vpteal networks typically use

physically isolated networks for the signaling/contratdtions, it is also the case that
researchers are advocating greater and more diregbcohthe network (with potential

vulnerabilities at the testbed level at least). .

10.3 Design options

Out-of-fiber signaling can effectively occur through a lgg# network. In that
case, network-level security (e.g., IPsec [92]) can thwa attacks falling in the a)
realm. [93] describes a possible implementation.

With regard to in-fiber signaling and type c) attacks, catetrol fixtures can force
traffic to fit into agreed-upon envelopes. This aptly canmnts the trust granted to the
(small) set of users sharing a lightpath via, say, O®8rtiques (e.g., a user can still be
faulty).

Some other type c) attacks require that the capabilitya t@htpath (i.e., the
outcome of successful signaling to the network) beetjoguarded. In optically-attached
systems, the point of ingress to a lightpath is intggaat of the TCB, and standard OS
security considerations apply. In setups where traffigrcomed on lightpaths one or
more hops away (e.g., in a cloud by-pass situation), teackar can infer that, for
instance, VLAN IDs correspond to lightpaths, and sweepMbhA&N ID space with
spurious traffic until a lightpath is found. These setupshmE secured by protecting the
access ramps to lightpaths from traffic injectionusing on-the-wire IDs stronger than
VLAN IDs.

OVPNs [94] are an emerging solution to increase theugpdty of a circuit's
capacity (e.g., to scale a circuit in STS-1 incremerAslditionally, they can restrict
connectivity and isolate domains of addressing/routing. Als, sbey are a powerful step
towards securing these circuit-oriented optical techgieto

When optical resources are exposed as an OGSI-basedesethie above-
mentioned security techniques can be thought of as operatitige iback-end of the
service. The front-end of the service should conformthi® GGF's Grid Security
Infrastructure, enabling a seamless integration of thecalptiesource with other
resources.

The scoreboard of strengths vs. risks hints that Grgkr@xentation can proceed on

optical networks with a remarkably good security poténsgarting with the early
research testbeds.
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