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Abstract 
 
An increasing number of grid applications manage data at very large scale, of both size and distribution. In 
this paper we discuss data access and data processing services for such applications, in the context of a 
grid. The complexity of data management on a grid arises from the scale, dynamism, autonomy, and 
distribution of data sources. The main argument of this paper is that these complexities should be made 
transparent to grid applications, through a layer of virtualization services. We start by discussing the 
various dimensions of transparent data access and processing, and illustrate their benefits in the context of a 
specific application. We then present a layer of grid data virtualization services that provide such 
transparency and enable ease of data access and processing. These services support federated access to 
distributed data, dynamic discovery of data sources by content, dynamic migration of data for workload 
balancing, parallel data processing, and collaboration. We describe both our long-term vision for these 
services and a concrete proposal for what is achievable in the near term. We also discuss some support that 
grid data sources can provide to enable efficient virtualization. 
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1. Introduction 
Grid computing began with an emphasis on compute-intensive tasks like prime number finding, key 
cracking, and so on. These applications benefit from massive parallelism for their computation needs, 
but are not data intensive; the data that they operate on does not scale in proportion to the computation 
they perform. In recent years, this focus has shifted to more data-intensive applications, where 
significant processing is done on very large amounts of data. These applications fall into two 
categories, based on how they use the grid: 

For Collaboration: In these applications, data is generated at a large number of sites, and needs to be 
accessed and processed in a unified fashion. For example, the Digital Radiology project at the 
University of Pennsylvania proposes to share mammogram information across 2000 hospitals in the 
U.S.A. [1]. e-Diamond is a similar project in the U.K. In the CERN CMS project scientists all over the 
world will analyze data generated from particle accelerators and share the results of their analysis with 
other scientists [2]. There are many proposals for “World Wide Experiments” in astronomy, earth-
observation, life sciences, etc., where expensive experimental equipment is installed at a few places 
and the experiment is observed and controlled by scientists across the world [3,4]. 

For Scalability: In other applications, a large amount of data needs to be processed, but the data is 
generated from only a few sites. The task is highly data parallel, in that each part of the data can be 
processed largely independent of the other parts, with little communication. So the task can be easily 
parallelized by spreading data across grid nodes. Many data analysis workloads often exhibit such data 
parallelism. Another example is a Web server running an Online Transaction Processing (OLTP) 
workload. Web applications often have bursty loads that can saturate at the underlying database server. 
These peak loads can be dynamically offloaded to “mid-tier” caches at the Web Application Server [5].  

The goal of this paper is to investigate grid services for meeting the data access and data processing 
needs of such applications. We start by discussing these needs. 

 

1.1 Data Access and Data Processing on Grids 
As discussed in [6,7], the fundamental value proposition of a grid is virtualization, or transparent 
access to distributed compute resources. For a data-intensive application to derive value from a grid, 
this virtualization needs to include distributed data sources as well. Two sets of transparencies are 
relevant to data. First is transparencies for data access that present a unified view of grid data sources 
to applications accessing data. Second is transparencies for data processing that present a unified view 
of grid compute resources to applications processing data. 

1.1.1 Transparencies for Data Access 
Heterogeneity Transparency 
An application accessing a data source should be independent of the actual implementation of that 
source, so that both can evolve independent of each other. To achieve this independence, the 
application should program to a logical schema (view) that is separate from the implementation.  In the 
conceptual relational data model, the implementation comprises the physical data organization and the 
layout of data across tables. However, in practice data sources exhibit many other vagaries of 
implementation as well, such as the data model used (e.g. relational DBMS vs. LDAP directory) and 
the specific software product used. 

Name Transparency  
A common principle in distributed systems is that application be transparent to data location. With grid 
sources, applications should not even specify data objects explicitly. Instead, data access should be via 
logical domains, qualified by constraints on attributes of the desired object. For example, in the digital 
radiology project, a doctor may want to find records of all patients in a specific age group, having a 
specific symptom. The doctor does not know which hospitals have such patients, and his query 
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mentions only “Patients”, a logical domain spanning 2000 hospitals. We propose that the query 
processor use a separate discovery service to map from logical domains to data sources.  

Name transparency automatically subsumes the traditional notions of location and replication 
transparency. Since the application does not even specify sources explicitly, the sources can migrate or 
be cached or replicated without changing the applications. As part of the data access request, 
applications can specify properties like proximity, staleness, and cost, and suitable replicas should be 
chosen automatically. Note that these properties are simply another kind of constraint on the data 
object, along with the content-based constraints discussed above. 

Ownership & Costing Transparency 
 If grids are successful in the long term, they will evolve to span organizational boundaries, and will 
involve multiple autonomous data sources. As far as possible, applications should be spared from 
separately negotiating for access to individual sources, whether in terms of access authorization, or in 
terms of resource usage costs. 

1.1.2 Transparencies for Data Processing 
Parallelism Transparency 
An application processing data on a grid should automatically get the benefits of parallel execution 
over grid nodes. The application should only have to specify the dependencies among the tasks it needs 
to execute, in a declarative workflow language. A workflow coordination service should automatically 
orchestrate this workflow in a parallel fashion, taking care of data movement, node failures, etc. In 
cases where the processing consists of traditional data management tasks like Online Transaction or 
Analytic Processing (OLTP or OLAP), the parallel DBMS should automatically expand (shrink) by 
adding (removing) nodes in response to workload fluctuations. 

Distribution Transparency 
Applications should be able to maintain distributed data in a unified fashion. This maintenance 
involves several tasks, such as ensuring consistency and data integrity, auditing access, taking backups, 
and so on. 

1.1.3 Performance Tradeoffs in Virtualization 
Virtualization almost always involves loss of performance. Since many applications may use a grid 
primarily for high performance, all these transparencies should be discardable. Virtualized access 
should be the default but not the only behavior. An application that wants high performance should be 
able to directly access the underlying sources, e.g., in order to apply optimizations specific to a 
particular data format. 

1.2 An Example 
To understand the power of such transparent access, consider a worldwide grid of hospital information 
systems, containing patient records such as hospital visits, medication history, doctor reports, x-rays, 
symptoms history, genetic information, etc. Such a grid could enable a variety of useful tasks. We 
outline a few examples below: 

Personal Health Digest: A patient forms an integrated view of his medical records scattered across 
various hospitals. An insurance agency could use such views to estimate policy risks and decide on 
premiums. 

Progress Comparison: A patient compares her progress on particular symptoms with that of other 
similar patients, to evaluate her doctor and her hospital.  

Biohazard Detection: A public health agency periodically mines patient records from various hospitals 
in a geographical area, to detect biohazards, e.g., it could check if all hospitals within 10 kms of a 
certain river have experienced a spike in a particular symptom, to detect river water contamination. 
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Computer Aided Diagnostics: A doctor compares a given patient’s symptoms with that of other 
patients around the world, to diagnose diseases. This can be especially helpful for diseases that are 
uncommon in that region and therefore unfamiliar to the doctor. 

Direct Marketing: A pharmaceutical company tries to access names and addresses of patients taking a 
certain medication, so that it can send them a coupon for its alternative drug. An authorization service 
automatically checks if the patients have “opted in” to this service, and denies access to records of 
those who have not. 

Pharmacogenetics: A researcher studies patients with common characteristics to study the efficacy of 
various treatments on classes of people. The analysis is compute-intensive, but the data and 
computation are dynamically distributed among multiple nodes on a grid. 

The challenge in performing these tasks is that hospital information systems are distributed, 
heterogeneous, and autonomously administered. Patient information is independently entered at 
different hospitals, which bear responsibility for the security and privacy of this data. The goal of grid 
data services is to tackle these challenges and present a unified view of this data, so as to enable tasks 
such as the above. We will use this hospital grid as a running example throughout this paper. 

1.3 Overview of the Paper 
The level of transparency described above is far beyond the capabilities of current data management 
technologies. Nevertheless, we think that this is the promise of the grid, and is worth pursuing as an 
end goal. In the rest of the paper we present an evolutionary approach towards this goal.  

We start the paper with a discussion of current data management technologies, the levels of 
transparency they provide, and their limitations when applied to the grid context (Section 2). 

We then present a layer of grid data virtualization services to be developed over the long term (Section 
3). This layer lies between grid applications and grid data sources, and masks the distributed, 
heterogeneous, and autonomous nature of grid data sources to grid applications. The Open Grid 
Services Architecture (OGSA) [6] proposes a layered stack of services for transparent access to 
compute resources. The data virtualization services we propose fit mainly in the data management 
layer, but interact closely with other OGSA services. 

After discussing this long-term goal we make a concrete proposal for virtualization services to be 
implemented in the near term (Section 4). We also discuss support that the grid data sources can 
provide for effective virtualization.  We briefly describe some related grid projects in Section 5 and 
conclude in Section 6. 

 

2. Current Data Management Technologies and Limitations 
Data management technologies such as Database Management Systems (DBMSs) and file systems 
have been studied for several decades, and are well established. Grids introduce new challenges like 
scale, heterogeneity, distribution, and autonomy. However, current data management software already 
address these challenges to some extent, especially heterogeneity and distribution transparency. We 
now discuss this support in detail. 

2.1 File Systems and Single Site DBMSs 
The lowest level data access interface that most applications deal with is the file open/read/write/close 
interface. Distributed file systems enhance this interface with some location transparency, mapping 
logical file names onto file locations. However, all further data processing must be explicitly 
programmed by applications.  

 DBMSs have long provided a higher level interface to manage structured data. This interface 
virtualizes the details of the physical data organization, and provides applications with a high level, 
declarative query language: SQL. Applications only need to specify what task they want to perform, 
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and do not have to program how the task is to be performed; the DBMS optimizer automatically 
searches among several possible implementations and chooses the best one. Besides declarative access, 
DBMSs also provide several business-critical features such as transactional updates, data integrity, 
reliability, availability, high performance, concurrency, parallelism, and replication. 

Traditionally, DBMSs have focused on structured data, laid out in tabular form. In recent years, they 
have been extended to provide support for non-tabular data, including large objects, abstract data types, 
user-defined functions, and so on [8,9]. XML [10] has now become popular not only as a markup 
language for data exchange, but also as a data format for semi-structured data. Therefore DBMSs have 
been adapted to store XML data, either shredded into relational rows (without the markup), or stored 
intact in the tables (with the markup). A new query language for XML called XQuery [11] is under 
draft design in the W3C. Prototype implementations for XQuery are gradually becoming available, 
including implementations that query over XML views of relational data [12].  

2.1.1 Integrated Access to External Data 
A recent advance in DBMS technology has been to allow data stored in the database to be linked with 
data stored external to the database [13, 16]. The most common use of this is to integrate file data with 
database metadata. This coupling allows an application to run sophisticated queries against the DBMS 
to determine files of interest, without slowing down the subsequent accesses to the linked files [14] 
(Figure 1). 
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Figure 1: Steps involved in integrated file and database access 

Individual columns in a table are declared as DATALINK columns [15] to indicate that they store links 
to externally stored files. The value stored in a DATALINK column is a URL, which is provided along 
with values for other columns when a row is inserted. A DATALINK column can be annotated with 
access rules for read or update operations to the linked files, based either on database authorization or 
on file system ACLs. For the database authorization option, the DBMS may augment the URL with the 
access-token information, which can be validated by a servlet or an intermediary on the fileserver, 
before the file can be accessed. Thereby access policies to both data and metadata can be set and 
controlled at a single point [13]. A DBMS can also coordinate the access to files and database metadata 
in other ways, such as referential integrity enforcement, unified replication, and coordinated 
backup/recovery. Since these deal with virtualization, we expand on them in Section 3. 

The net effect of DATALINKs is a simple federation of structured DBMS data with semi-structured 
and unstructured file data. The DBMS provides name and location transparency for files access, 
because an application can specify predicates on file and other metadata, which the DBMS can 
evaluate and map onto a file handle. 

Another form of integration between files and relational data is the ability of DBMSs to index XML 
data held in files, making it possible to search and locate XML file content speedily through SQL 
interfaces [16]. 

2.1.2 Data Access Interfaces  
There are many programmatic interfaces to access SQL DBMSs, with JDBC (Java Database 
Connectivity) and ODBC being the most widely used [17]. They provide support for a variety of 
database operations, including SQL query specification and execution, transaction processing, etc. The 
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popularity of Web Services as a method for programs to communicate with one another has introduced 
another interface to relational DBMS. It is now possible for Web Service clients to issue SQL requests 
and to invoke database “stored procedures” (e.g., [18]). 

ADO.NET is an application level interface to Microsoft's OLE DB data sources [19]. It enables 
applications to query databases using SQL, access information in a file store over the Internet, access 
email systems, save data from a database into an XML file, and perform transactional database 
operations. ADO also supports a disconnected mode of operation, where clients can work on cached 
copies of prior query results without a connection to the data source. 

Recent work has pointed out some limitations of the aforementioned interfaces for long-running tasks, 
especially for result delivery; JDBC and ODBC deliver query results in a synchronous, cursor-based 
fashion, whereas long running applications instead prefer asynchronous result delivery, optionally to 
third party sites [20, 21]. But these interfaces have still further limitations with respect to virtualization. 

JDBC and ODBC provide some heterogeneity transparency, handling SQL DBMSs and a few other 
simple data types (like comma-separated-value files). However, they do not handle many kinds of data 
sources well, especially ones without database-like query and transaction interfaces. We give examples 
of such data sources below in Section 2.2. 

Support for other kinds of transparency (name, ownership and costing) is even more limited in these 
current data access interfaces.  

2.2 Federated DBMS 
Distributed data is the reality in most modern enterprises, even without Grid computing [22, 23]. 
Competition, evolving technology, mergers, acquisitions, geographic distribution, and the inevitable 
decentralization of growth all contribute to create a diversity of sites and data formats in which critical 
data is stored and managed. Yet, it is only by combining the information from these systems that an 
enterprise can realize the full value of the data they contain. Hence, the data management community 
has developed federated database technology, which provides a unified access to diverse and 
distributed data [23, 24, 25, 26]. 

In a federated architecture, a federated DBMS serves as a middleware providing transparent access to a 
number of heterogeneous, distributed data sources. The federated DBMS provides two kinds of 
virtualizations to users: 

• Heterogeneity transparency, via the masking of the data formats at each source, the hardware and 
software they run on, how data is accessed at each source (via what programming interface or 
language), and even about how the data stored in these sources is modeled and managed.  

• Distribution transparency, via the masking of the distributed nature of the sources and the network 
communication needed to access them.  

Instead, a federated system looks to the application developer like a regular DBMS. A user can run 
queries to access data from multiple sources, joining and restricting, aggregating and analyzing it at 
will, with the full power of a DBMS query language like SQL or XQuery. A user can also update the 
data, if they have the right permissions at the sources. Yet unlike JDBC, ODBC, or ADO, the data 
sources in a federated system need not be DBMSs at all, but in fact could be anything ranging from 
sensors to flat files to application programs to XML, and so on. 

2.2.1 Query Execution 
A typical federated system is shown in Figure 2. Applications can use any supported interface 
(including ODBC, JDBC, or a Web service client) to interact with the federated DBMS. The federated 
DBMS communicates with the data sources by means of software modules called wrappers [26]. When 
an application submits a query to the federated system, the federated DBMS identifies the relevant data 
sources and develops a query execution plan for obtaining the requested data. The plan typically breaks 
the original query into fragments that represent work to be delegated to individual data sources, as well 
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as additional processing to be performed by the federated DBMS to further filter, aggregate or merge 
the data [13, 15]. The ability of the federated DBMS to further process data received from sources 
allows applications to take advantage of the full power of the query language, even if some of the 
information they request comes from data sources with little or no native query processing capability, 
such as simple text files.  
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Data

   SQ L API
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Wrappers

00001|P atient 1|...
00002|P atient 2|...
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App lica tion

DataCatalog
 

 

Figure 2: Federated DBMS Architecture 

The federated DBMS has a local data store to cache query results for further processing and 
refinement, if desired, as well as to provide temporary storage for partial results during query 
processing. 

2.2.2 Data Access Mechanisms 
A wrapper is a piece of code, packaged as a shared library that can be loaded dynamically by the 
federated server when needed. Often, a single wrapper is capable of accessing several data sources, as 
long as they share a common or similar Application Programming Interface (API). The process of 
using a wrapper to access a data source begins with registration in a system catalog. This is the means 
by which a wrapper is defined to the federated server and configured to provide access to selected 
collections of data managed by a particular data source.  

Increasingly, Web services mechanisms are being used to access data sources, and data access APIs are 
being enhanced to operate over Web Services interfaces. Web Service interfaces can make it possible 
to access data diverse data sources without knowing the underlying implementation, which is an ideal 
characteristic for the grid. There is also work on integrating the Web Service access interface into a 
wrapper itself [27]. 

Figure 2 shows a sample federated system architecture in which the federated DBMS accesses diverse 
data sources that are shown on the right, which are a traditional DBMS such as Oracle, a simple text 
file or spreadsheet, and a specialized application, such as the Documentum document management 
software. A single federated query could perform a join between disease data in Oracle, patient data in 
a simple text file, and medical journals on diseases in a Documentum data source. 

To summarize, a federated DBMS today provides good heterogeneity transparency and some 
distribution transparency. A key limitation is that applications have to explicitly specify the data 
sources in a federated query. This means that addition of new data sources involves changing the 
application, typically a very expensive task. Each data source must also be explicitly registered to the 
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federated DBMS, along with its wrapper. There is not much ownership transparency or location 
transparency because the application has to be aware of individual sources. 

2.3 Security, Accounting, and Billing 
DBMSs currently handle security, accounting, and billing on a per data source basis. Data security 
breaks down into three distinct tasks: 

• Authentication - Current DBMS systems offer various “sign-on” mechanisms for identifying the 
user. The simplest of these mechanisms rely on trust; the DBMS assumes that the application 
above the DBMS authenticates the user. A slightly more robust authentication mechanism allows 
the application to provide a userid and password (either as clear text, or encrypted). Some DBMSs 
also support more sophisticated schemes like Kerberos, which use encrypted authentication tickets. 

• Authorization: Once a user is authenticated, a DBMS must determine what data they may access, 
and what tasks (query, update, create table, etc.) they may perform. SQL DBMSs can maintain 
such permissions internally, using GRANT and REVOKE statements. Permissions can be 
specified on arbitrary subsets of the database defined by views. Authorization can be granted at the 
level of a single user or a group. Authorization can also be managed by an external security 
service. For example, DB2 for z/OS can use the z/OS SecureWay Security Server (formally known 
as RACF) or other third party security services (e.g. ACF/2 or TOP SECRET). An advantage of 
external security services is that they can easily control access to multiple DBMS systems, thus 
reducing the overhead of managing multiple DBMSs.  

• Auditing: Most DBMS systems support auditing of access to data to verify that authorizations are 
being enforced correctly. Audit records can log who accessed the data, and what they did (e.g. 
User A read 3 rows of data, and updated 5 rows of data in table XYZ), and allow the detection of 
unauthorized access or attempted access. Most systems allow some degree of tailoring of the 
events that are audited.  

The main limitation of security support in current systems lies in security across multiple sources. 
Authentication, authorization, and auditing are typically enforced and managed separately for each data 
source, even for the same user. This results in a loss of ownership transparency because applications 
have to be separately handle security with each data source. 

2.3.1 Accounting and Billing  
It is desirable to have a DBMS provide integrated accounting facilities with tools to perform analysis 
of this data, and help to automate the billing of end users. Usually the actual charge-back and billing 
process is handled by a separate, often third party, piece of software that takes into account, not only 
the DBMS usage, but also things like OS, Network, and Storage resource usage. 

2.4 Maintenance of Distributed Data 
Besides supporting query and update operations, DBMSs also provide various other facilities to 
manage data, such as backup and recovery, replication, data integrity enforcement, etc. Grid 
applications often require such management facilities, across multiple data sources. For example, the 
Encyclopedia of Life project at the San Diego Supercomputer Center [28] has an analysis pipeline that 
reads data from multiple biological databases, in order to produce putative assignments of biological 
function for all recognizable proteins in the currently know genomes. The resulting assignments thus 
have a “referential integrity” relationship with the data in the input databases. Input data could change 
due to subsequent experimentation and scientific developments, and this needs to related back to the 
quality of the assignments. 
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Figure 3: Grid Data Services. Shaded services are not data-specific and are taken from OGSA 

3. Grid Data Virtualization Services 
Figure 3 shows our data service architecture, with a layer of virtualization services between grid 
applications and data sources. These services virtualize various aspects of the grid, and make it appear 
as a single entity to the end-user applications. We believe that most applications will access data 
through this virtualization layer. For improved performance, many virtualization services could support 
“pass-thru” modes whereby an application can bypass much of the overhead of virtualization, at some 
penalty in functionality. Applications could also cache the result of prior virtualization service requests 
and bypass them on subsequent accesses. For example, an application could cache the result of a prior 
call to a discovery service, and directly access the underlying grid data source.  

In the short term, we propose that even if data sources are autonomous and dynamic, these 
virtualization services be statically setup and administered. In the long run, we envisage that these 
virtualization services will evolve into a networked collection of autonomous entities, with dynamic 
federation. They will independently choose the data sources that they virtualize (subject to security and 
access control constraints), and the level of service they provide based on application demand1.  

Our virtualization architecture is made up of core data virtualization services – discovery, federated 
access, workflow coordination, consistency management, and collaboration – that virtualize various 
aspects of the grid. These services in turn make use of some auxiliary services: authorization, schema 
management, and replication. All these services interact closely with a few OGSA services. We have 
also discussed and reconciled these virtualization services with the overall data grid architecture of the 
Globus project [51, 52]. 

Table 1 summarizes the role played by each data service in virtualization. We now discuss each service 
in turn, starting with the core virtualization services (Section 3.1), then the auxiliary services (Section 
3.2), and then their interaction with OGSA services (Section 3.3). 

 

 

 

                                                      
1 For instance, in our hospital grid example, various Health Maintenance Organizations (HMOs) and hospital groups 
could start virtualization services to cater to particular sets of customers whom they charge for access. 
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Table 1: Data Virtualization Services and Auxiliary Services 

 Transparencies 

Virtualization 
Services Heterogeneity Distribution Name Ownership 

and Costing Parallelism 

 

  

Maps logical domain + 
predicates onto actual data 
source or service 

Chooses  the best location 
and replica for a query 

Optimizes for 
source-
independent 
metrics like 
time or cost 

 

Allows access 
independent of 
data format and 
implementation 

Provides unified 
access to distributed 
data sources 

Provides some location 
transparency for file 
access  

  

 Maintains consistency 
of distributed data    

 
Maintains consistency 
of data updated in 
multiple places 

   

 

Core Services 

 

Discovery 

 

 

Federated 
Access 

 

Consistency 
Management 

 

Collaboration 

 

Workflow 
Coordination 

    
Automatically 
parallelizes 
request 

 

   Single sign-on  

  Migrates data on demand 
to right place   

Auxiliary Services 

Authorization 

Replication/Caching 
 

Schema 
Management 

Maps between 
data formats     

 

3.1 Core Virtualization Services 
3.1.1 Discovery Service 
A discovery service virtualizes the name and location of data on the grid, and forms the basic data 
virtualization service. Other virtualization services build on top of this name transparency to offer other 
kinds of transparency. As mentioned before, applications specify data sources in terms of logical 
domains qualified by predicates, rather than giving exact locations. When a virtualization service 
receives a request involving such a logical domain, it uses a discovery service to map this domain onto 
actual data source locations (OGSA Grid Service Handles (GSHs) [5]). In our hospital grid example, a 
query to a Federated Access Service can be “Find records for patient with specific symptom and in 
specific age group.” A discovery service is needed to map the logical domain “patient” and the 
predicates on age and symptom, into locations of data sources (hospitals) that could contain relevant 
records. 
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In addition to tracking data locations, discovery services also track the locations of other virtualization 
services, such as Federated Access Service, that support a particular logical data domain. When there 
are multiple instances of the same virtualization service, grid applications can use a discovery service 
to choose one instance based on criteria such as speed, cost, etc. 

Of course, there could be multiple instances of discovery services themselves. In the near term, one can 
implement the discovery service as a single centralized service, and let data sources publish their 
content to this service. In future, it needs to be made distributed for greater scalability, availability, and 
autonomy. Each grid application or virtualization services will then access a single discovery service, 
which in turn automatically spreads the request to other discovery services if needed. 

Data can be published and updated at a discovery service through two mechanisms: 

Advertising: A data source could explicitly publish its schema and content to one or more discovery 
services if it believes that the data is of value to many users. It can also publish its capabilities for 
querying the content (Section 4) to the discovery services. Likewise, a virtualization service could 
publish the sources it virtualizes. Such explicit publishing is akin to advertising. 

Crawling/Gathering: Instead of the data sources advertising their content, a discovery service could 
periodically crawl one or more data sources or virtualization services, to find out their content and 
capabilities.  

3.1.2 Federated Access Service (FAS) 
An enhanced version of a Federated DBMS (Section 2.2) is vital to virtualizing the distributed nature 
of grid sources. The main value of such a Federated Access service (FAS) is to provide applications 
with the virtual image of a single database, which can be queried and updated as a unified whole. Since 
the data is not explicitly moved to a “warehouse”, the application always accesses the most current 
version of the data. 

The limitations regarding location transparency (recall Section 2.2) are circumvented when Federated 
Access Service is combined with the Discovery Service. The application specifies its queries in terms 
of logical domains and predicates; the discovery service maps these onto relevant sources. Thus, the 
combination of FAS and Discovery Service provides applications with heterogeneity, distribution, and 
location transparency.  

Negotiation, Ownership and Costing Transparency, and Source Independent Performance Metrics 
As mentioned in Section 2.2, there is little or no ownership and costing transparency with respect to the 
following: 

 data source access costs 
 data source access permissions 
 data source resource usage limits 

The way to avoid this burden on the application is through a process of negotiation by the FAS. As part 
of its optimization process, the FAS validates access permissions, estimates resource usage of the 
query across all sources, and negotiates access costs on behalf of the application [22].  

Transformation: The FAS’s SQL querying functionality can directly be used to transform data 
between multiple source formats, for data integration. Such SQL transformation can be made quite 
efficient since the FAS can optimize the transformations. SQL allows mainly tabular kinds of 
transformations, but there has been work on extending this functionality [12, 29]. 

3.1.3 Workflow Coordination  Service 
As mentioned in the introduction, a large number of data-intensive grid applications use grids for 
scalability of performance, rather that for integrating data sources. These applications typically take the 
form of complex workflows of transformation and data analysis operations, running over large 
numbers of discrete objects. Since these operations are often data parallel grids can be used to scale up 
these applications on demand. However, it would be wasteful for each application to develop a separate 
way of parallelizing its workflow. Instead, we propose that applications only specify their workflow in 
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terms of inter-operation dependencies. A Workflow Coordination Services will automatically spread 
these operations across grid nodes, taking responsibility for moving and caching data and functions, 
recovering from node failures, and so on. In addition, the Workflow Coordination Service can also 
keep track of the lineage of operations performed on each data object, for provenance management and 
for avoiding redundant work. 

3.1.4 Consistency Management Service 
Grid applications often distribute their data across multiple sites, so we need a service that keeps the 
different pieces consistent with one another.  

The simplest form of such consistency is referential integrity [30]. For example, if data at one site A 
refers to data at another site B, an application may want to ensure that the data at B is not deleted while 
the reference at A remains. As we have discussed, DBMSs can provide such referential integrity 
between data in files, and database records that refer to these files. In addition, some DBMSs can also 
backup and restore database and file data in a unified manner [14]. A weaker notion of consistency is 
useful in the Replica Location Service, to maintain integrity between various replica directories [50]. 

Some grid datasets may also need more sophisticated integrity constraints. These constraints could also 
vary on an application-specific (user community-specific) basis, if different applications have different 
(even conflicting) views of the integrity constraints and relationship among distributed pieces of data. 
In addition to relationships among data objects, it will be important to maintain relationships among 
data and computational routines as well. For example, if a particular data set is the result of executing a 
particular program with a given set of inputs, the data set may not be very useful without the program 
or the inputs.  

3.1.5 Collaboration Service 
Many data-intensive grid applications involve sharing of data between users at different sites. To 
propagate updates to all users and to resolve conflicts, we need a collaboration service. The prime role 
of this service is to virtualize independent, distributed data updates; when a user asks the collaboration 
service to “checkout” a copy of a data object, she wants the latest version, irrespective of who, where, 
or when it has been updated (of course, the collaboration service can also maintain history and allow 
users to ask for prior versions). Clearly, the collaboration service must rely on the grid data sources to 
maintain version information; we discuss this support in Section 4.2 

3.2 Auxiliary Services 
3.2.1 Authorization Service 
The OGSA is developing a single-sign on mechanism for users and applications to authenticate 
themselves on a grid. However, as discussed earlier, data sources have their own specialized models 
for access authorization. We believe that it will be helpful to have an authorization service that maps 
between the grid authentication and data source specific authorization schemes, much like the third 
party security packages we discussed in Section 2.3. 

3.2.2 Schema Management service  
Many current grid applications store their data in fairly standardized and uniform schemas, even across 
sites. However in the long run there is likely to be schematic heterogeneity, as more and more data 
sources become available via a grid.  

Transforming and integrating data between heterogeneous data formats is a huge problem facing many 
enterprises today [31]. The problem is not in executing the transformation, but rather in formulating it. 
Indeed, there is an entire cottage industry of vendors developing Extract/Transform/Load (ETL) tools 
for data integration [32]. 

Simple heterogeneities can be resolved through the Federated Access Service itself, as we discussed in 
3.1.2. For resolving more complex heterogeneities, we propose that there be a separate Schema 
Management service on the grid. This service will not function automatically. Rather the maintainer of 
this service will have to manually use ETL tools to develop transformations between various popular 
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data formats (these are called “mapping metadata” in [33]), and then expose these transformations as a 
service that other applications and virtualization services can invoke2.  

Another use of transformation is for data archival. An emerging approach is to transform a given data 
set into an XML data object with a well-defined schema, and associate appropriate (standardized) 
metadata with every such object (e.g. see the Archival Information Package defined in the Open 
Archival Information System (OAIS) [34]).  

3.2.3 Replication  Service 
Replication Services are responsible for maintaining replicas and caches of data on a grid, in order to 
utilize the aggregate compute resources available. Consider an application that initially accesses data at 
a single site. If this site becomes a performance or availability bottleneck, the grid workload manager 
on that site [6] dynamically invokes a replication and caching service to copy subsets of the data to 
other lightly loaded sites. The application can now improve its performance by accessing these subset 
replicas rather than the original. The Federated Access Service can in turn make accesses to these 
distributed replicas transparent to the application. Effectively the distributed compute resources have 
been virtualized to the data-intensive application. 

A replication and caching service is responsible for initially replicating a dataset in whole or as a 
subset, and automatically maintaining these replicas in the face of updates to the original. A key 
requirement is that this operation be completely automatic and independent of the application data 
format. The invoker of the service should only have to specify the subset to replicate, and the latency 
(staleness) that can be tolerated.  

A replication service can also be used to gather data from multiple sources, rather than to distribute 
data to multiple targets. In fact, such gathering is necessary for data warehousing, as we shall see in 
Section 3.4. 

3.3 Interaction with other OGSA services 
The data virtualization services described above interact very closely with the grid services being 
defined by OGSA [5], to facilitate heterogeneity, ownership, and distribution transparency. We give 
some of the main interactions below. 

• Registry: The OGSA defines registries as places to store various kinds of information about grid 
resources. The Discovery Service can use these registries to store two kinds of information. The 
first is mappings from logical domains and predicates to locations of relevant data sources (there 
may be multiple data sources with identical data, due to replication). This information will be used 
to discover sources of interest for federated queries, and to exploit replicas whenever available. 
The second is the query and update capabilities of various data sources. This is quite important for 
federated query processing, because the FAS needs to know capabilities of various data sources in 
order to choose a query plan to access these sources.  

• Authentication Services: Ensuring the security of data will often involve support for multiple 
authentication mechanisms [35], because local and grid-based security will need to interact due to 
issues such as legacy security infrastructure, or local security requirements. A grid security 
infrastructure will need to support many security scenarios [36]. In order to handle the 
complexities of grid data management, additional services such as Credential/Identity propagation, 
Identity Mapping, Single Sign-on, Message level security, Transport level security (e.g. SSL), 
Message integrity, and Key/Certificate Management will be required to interact in a seamless, 
well-architected manner to ensure data security and integrity. 

                                                      
2 On each transformation request, the Schema Management service has to decide whether the data should be shipped to 
the Schema Management service or the transformation should be shipped to the source. This must be made based on the 
size of data involved, network transfer costs, and the extent to which the transformation function is proprietary and not 
exposable to the service invoker. 
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• Accounting/Billing Services: As discussed, the FAS must negotiate accounting and billing for a 
query or transaction with all the various data sources involved in the query or transaction. 
Although this need is well understood [37], grid design for accounting and billing are still in the 
early stages.  Some work is being done on establishing service level agreements for billing within 
IBM [38], and the ASP Industry consortium has proposed the Common Billing Interface 
Definition. The grid data access community needs to be involved as these services evolve, and be 
among the first users when they are available.  

• Notification Service: Grid virtualization services can use the grid notification service to know 
about various changes occurring at the data sources, such as: 

 Schema changes: This can be important for federated query processing. For example, schema 
changes of a foreign source may require re-evaluation of a query fragment of a federated query 
plan. Schema change notification is also important for replication if the target is to be kept 
consistent with the source.  

 State changes: Failures at a data source may have an impact on the processing of many 
virtualization services. For example, a Federated Access Service needs to know about failure 
of a query source so that it can adapt gracefully to return partial results involving the 
remaining sources. A Replication service would use such notifications to know if the source or 
target of replication have failed, and take corrective action to restart the replication at the 
failed end. 

3.4 Usage Scenario Explaining above Services and their Interaction 
We now return to the hospital grid example of the introduction, to illustrate how these data 
virtualization services can be used and how they interact with each other. We consider each of the 
processing tasks in turn: 

3.4.1 Federated Access Tasks 
Figure 4 shows the interaction between different grid data services for performing federated queries 
against multiple grid data sources. A query is submitted to a Federated Access Service, without 
specifying the data sources explicitly. The Federated Access Service contacts a Discovery Service to 
find data sources (hospitals) with relevant data, contacts the Authorization Service to get appropriate 
authorization tokens, and then queries them. 
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Figure 4: Executing a Federated Query  
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Two of the tasks in our hospital scenario (Section 1) fall into this category.  

• Personal Health Digest: The query specifies a patient identifier (e.g. SSN or name) and queries 
all data sources to get results of lab tests that were requested by any of the patient's 
dermatologists. The result is a 3-way join of the union of relevant patient records, the union of 
relevant doctor records, and the union of all lab records. 

• Biohazard: The query specifies a river, a distance from the river, and a symptom. The Discovery 
Service finds relevant data sources (in this case, hospitals satisfying the predicate “distance from 
river < X”). The result is a union of records from these hospitals, qualified by the symptom and 
distance predicate  

3.4.2 Data Movement Tasks 
One of the main tasks in our hospital scenario that involves data movement is the Patient Relocation 
task; when a patient relocates, he wants to move his records to the hospital in his new location. The 
patient may move between hospitals that store their records in different formats, involving complex 
transformations3.  

Figure 5 shows the service interaction needed to move data across grid data sources. The movement 
task is submitted to the Federated Access Service that transactionally (a) reads data from the source, 
(b) transforms it according to target’s schema (or may invoke Schema Management service),  (c) 
inserts it into the target, and d) deletes it from the source.  

3.4.3 Federated Data Analysis and Mining Tasks  
We now consider data analysis and mining tasks. Unlike federated queries, these are complex and 
long running, and need not run on the most current data. The Medical Research, Computer Aided 
Diagnostics, and Progress Comparison tasks fall into this category (the biohazard detection task does 
not, because it is run very frequently and needs access to current data for early detection).  
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Figure 6: Interaction between virtualization services for warehousing (control flow in 

dashed lines) 

Such analysis tasks are typically not run against the data sources themselves, but instead against 
warehouses. Figure 6 shows how patient records from hospitals can be aggregated at warehouses 
using the replication service. Transformation is crucial during warehousing for two reasons: (a) to 
unify data formats and schemas across multiple hospitals, and (b) to anonymize patient records. 
Transformation is not needed in federated querying (Figure 4), because the Federated Access itself 
transforms data (via query language operations) before integration. Notice that the data never flows to 
the replication service, but instead flows directly from hospital to warehouse. 
                                                      
3 The Health Level 7 [3] standard notation for patient and hospital exchange information is being gradually redefined as 
an XML schema. This XML standard can be adopted as the default data exchange format for such an application; it 
simplifies the transformation task and also allows sophisticated SQL/XML and XQuery queries to be run directly on 
the data being moved.  
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Figure 7 shows a data analysis query run against the warehouse. Since the query is long running and 
compute intensive, the warehouse gets overloaded. The grid workload manager [6,29] at the 
warehouse node asks the discovery service for lightly loaded (or additional) nodes, and then invokes 
the replication service to dynamically partition warehouse data to these. The choice of the columns to 
partition on can be made by the partition advisor of the warehouse DBMS [39]. The analysis query is 
automatically run against these replicas through the Federated Access Service. 
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Figure 7: Querying against a warehouse, with dynamic replication (control flow in dashed 
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4. Proposal for Stage 1 Grid Data Services 
The previous sections introduced a grand vision of data virtualization services for grids. We now lay 
out a plan for virtualization services to be built in the short term (Section 4.1). These Stage 1 Data 
Virtualization Services also need support from the underlying grid data sources, and we discuss these 
requirements in Section 4.2. 

4.1 Stage 1 Virtualization Services 
4.1.1 Schema Management and Discovery Service  
Most of the data access and processing scenarios we have discussed so far rely critically on data 
source discovery. For Stage 1 we propose to implement the discovery service as a centralized service 
that maps pairs of logical domain and query predicate to data sources containing data from that 
domain and satisfying that predicate4. Data sources explicitly advertise their content to this discovery 
service, and other virtualization services invoke it to find data sources.  

We believe that, at least in Stage 1, each grid application will have a separate discovery service. For 
example, our hospital grid could have a discovery service containing information about hospital data 
sources alone.  

This discovery service also serves as a natural place for schema management. Different data sources 
may have different ways of describing the same data (schema and content). When sources register 

                                                      
4 Naturally, the number of such predicate mappings will be limited by the storage at the discovery service. Our current 
plan is to only maintain information for broad partitions of the data domain, than for every possible predicate. For 
example, in our hospital grid, a mapping could be that “patients with age < 18” get directed to a set of children’s 
hospitals.  
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with this service, it can map the source schemas into a unified domain schema, possibly using 
ontologies for domain-specific mappings. Application queries can then be specified against this 
domain schema, and source schemas can evolve independently. 

In the long run, if a large number of data sources access the same discovery service, it could become a 
performance and availability bottleneck. Moreover, it can be a hindrance for autonomous data sources 
to explicitly publish data to the discovery service. We plan to generalize the discovery service to a 
network of peer-to-peer discovery services, extending recent work on indexing in peer-to-peer 
systems.  

4.1.2 Federated Access Service 
Federated and distributed querying has been studied in the database community for a long time now, 
and there have been several research [e.g. 22, 23] and commercial projects [e.g., 40, 41] in this area. 
Therefore, a basic level of federated technology is quite mature, and merits adoption by grid 
applications today. 

As discussed in Section 2 however, this technology’s current focus is primarily on heterogeneity and 
distribution transparency. For Stage 1 we propose that the Federated Access Service use a DBMS, 
with the following extensions. 

Integrated access to file + DB content 
Most grid applications want to manage data stored in files along with structured metadata. In Stage 1, 
the FAS can use employ a DBMS (this need not be a federated DBMS) to store this metadata, running 
queries against the database to get URLs, which are then accessed, through regular file system 
interfaces. This provides location transparency for file access, since the access can be through 
arbitrary SQL queries that involve predicates on the metadata. The main advantage of declaring 
columns as URLs is that the application will get integrated access control and integrated replication of 
database and external data. (see the Appendix for details). The DATALINK [15] data type can also 
provide referential integrity for URL. If a DBMS does not support the DATALINK data type natively, 
it can support URLs without referential integrity enforcement, as user-defined types.  

To provide heterogeneity, distribution, and location transparency, the FAS must be use a federated 
DBMS to query and update data. We believe that a few simple improvements to this technology can 
be made in Stage 1, which will prove of high value to applications. 

Dynamic data source discovery 
Currently federated DBMSs do not provide location transparency because data sources are explicitly 
specified in the query. As a first step, the federated DBMS could accept logical domains (for example, 
these could replace table names in the FROM clause of an SQL query), and invoke the Schema 
Management and Discovery service to map the domain name and query predicate to actual data source 
names. Although the Stage 1 discovery service provides only limited functionality, but still allows 
applications to be independent of data sources. As the discovery service improves, the FAS will 
benefit automatically. 

An important pre-requisite for dynamic source discovery is dynamic loading of the wrappers used to 
access data sources. Currently wrappers are registered with the federated DBMS in a static fashion, in 
its catalog. Loading wrappers on demand, from  the source or the discovery service, will also improve 
source autonomy. 

In the long term, the FAS can be extended in many ways. One is to perform negotiation with the data 
sources, as discussed in Section 3.1.2. Another is to gracefully degrade to provide partial results in the 
event of source failures. 

4.1.3 Data Transport and Replication Service 
The role of this service is to transport and maintain copies of a data source at one or more targets. 
These copies could be of subsets of a data source, and could be out-of-date with the data source; such 
copies are like caches. The copying could be done only once (in which case this is pure 
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transportation), or at periodic intervals. Many DBMSs have replication products today. However, 
these are designed for specific DBMSs, and have very complex setup procedures. Our plan is to 
develop a generic grid replication service that is independent of the data source. We plan to support 
two kinds of replication: 

• Query replication: Periodically run a query against the replication source and copy results to the 
target 

• Change replication: Continually monitor changes occurring at the source and propagate them to 
the target. 

The former allows the target to be a transformed version of the source, and is easier to implement. 
With a FAS, query replication can join, aggregate or reshape data from several heterogeneous data 
sources and apply the result to the target. The problem is that it can be wasteful to run the same query 
at frequent intervals; change replication needs to only propagate the changes that have happened since 
the last replication. 

The main challenges in grid replication are as follows: 

 Data Source Independence: To replicate arbitrary grid data sources in a generic manner. 

 Consistency: To maintain the replicas in a consistent fashion, in the face of updates to the 
source. 

 Reliability: To restore the replication service to a consistent state after hardware or software 
crashes at the source, target, or communication networks. 

 Flow Control: To provide flow control when the source and the replicas run at varying 
speeds. 

 Quality of Service (QOS): To allow replication to be invoked from application programs, 
specifying only application-level parameters. For instance, an application may state its 
desired QOS, and the frequency at which the data must be replicated. However, it should not 
have to specify the amount of memory or buffer space for replication, or the network 
bandwidth to be used; the system should automatically allocate and manage these resources. 

Our goal for stage 1 is to develop replication as a J2EE container [42] that automatically provides the 
above functionality to arbitrary grid data sources. The replication source needs to provide only a 
notification interface that exposes changes happening at the source, and the replication target needs to 
only provide an interface to accept and apply changes sent from the target. All other functionality is 
handled by the replication service. We intend to support replication of files and metadata in a unified 
manner by storing URLs in the database (see the appendix for details). 

For the long-term, our main goal is to provide quality of service in replication. For example, the 
application may have a maximum tolerance for replica staleness (e.g. no more that five minutes out-
of-date with source).  We also want to develop a cache advisor that dynamically decides which 
subsets of each data source are worth replicating, and where, based on the workload of accesses to 
each source. 

4.1.4 Authorization service 
For stage 1, we think that the most important aspect of security will be mapping the user credential 
derived from GSI into data source specific authorization ids. For example, in a DBMS, the grid GSI 
needs to be mapped to user names and passwords so that database permissions can be accessed. The 
main problem here is lack of ownership transparency, because the database authorization has to be 
explicitly mapped from the GSI credentials for each source. In future we can build an authorization 
service as in Section 3.2.1, to which data sources can publish their access permissions. The FAS can 
then directly access this authorization service to map credentials.  
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4.2 Data Source Requirements for Virtualization 
Having presented a proposal for virtualization services, we turn our attention to the interface to Grid 
data sources. We discuss various functionalities that the grid data sources could provide to enable 
efficient virtualization.  

4.2.1 Context Management  
Grid data sources are by their very nature stateful services. Their state involves not only the 
underlying data, but also the context of ongoing queries and updates. The context is passed in along 
with every request to the data source, and is used to link these requests together. This context needs to 
be maintained at multiple levels: 

• Session Context: This includes information about all current connections, such as user name, 
authentication tokens, billing information, etc. It is tied closely with OGSA’s context management 
service, because the grid application’s requested level of resources and quality of service are 
determined in an end-to-end fashion, across all data sources involved in the task. 

• Transaction Context: This context maintains properties of the transaction into which the query 
or update falls. These properties include consistency levels, save point information, distributed 
transaction state, etc.  

• Command Context: This contains state that is specific to a single command – query or update. It 
includes not only the properties of the command itself, but also state associated with the command 
execution, such as delivery options and delivery handles for the command result, and command 
checkpoint information (if any). 

Many of these contexts are already supported in existing interfaces like JDBC. For Stage 1, we think 
that the main extensions needed in context handling are: 

• Explicit support for a hierarchy of contexts (session, transaction, command), which is coordinated 
with OGSA’s context management service. 

• Explicit support for result delivery options and result delivery handles. 

4.2.2 Data Access  
Access Cost Estimation and Negotiation: As discussed in Section 3.1.2, the FAS needs to negotiate 
with data sources based on source-independent performance metrics like response time, throughput, or 
cost. As a first step towards such negotiated access, the data sources can provide two kinds of 
information for each access request: 

• Statistical properties of the requested data, such as cardinality and data distribution 

• Access Cost, in terms of response time or throughput 

This would allow the FAS to optimize the overall access plan to minimize the total access cost across 
all the sources in an access request. DBMSs have a long history of cardinality and cost estimation; 
providing this support might be harder for other data sources like file systems. Another aspect of 
negotiation is allocation of resources (at the data sources) for executing the request. Unlike in 
traditional federated DBMSs, the data sources are autonomous and their system properties might have 
changed between optimization time and run time. So it will be beneficial if the data source supports 
negotiation of  resource allocation decisions at run time.  

Versioning: As discussed before, collaboration is an important style of data sharing in grid 
applications. Therefore it will be beneficial if grid data sources support a version number as part of 
every query (the default being to get the latest version). 

Result delivery: Many traditional data sources, including virtually all DBMSs, are designed for 
synchronous result delivery. On the grid, queries can be long running, and return large amounts of 
data. It has been pointed out that data sources should support asynchronous result delivery, and result 
delivery to nodes other than the query requestor [20, 21]. Therefore we suggest that access requests 
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contain both a description of the work to be performed, e.g. a query, and information about how the 
results are to be formulated, and delivered. For instance, if the expected result of a query is large, the 
requestor can ask that results be broken apart into several messages, and delivered asynchronously and 
in a pipelined fashion, possibly to another node.  

If a guaranteed delivery protocol such as MQSeries [43] is employed, then the requestor, service 
provider, and result consumer need not operate concurrently. In a widely distributed environment this 
can have significant benefits. Applications may start, initiate a request, and then shutdown. At a later 
time the application could start up again, and process any waiting results. Similarly, the database 
server need not be immediately reachable by the requestor. An additional advantage of this decoupling 
is that the database service provider may choose to process a request immediately, forward the request 
to another service provider, or to delay the processing of the request until a more convenient time. 

4.2.3 Data Source Notification 
Update notification of a schema is required for FAS and data replication. In addition, replication 
requires notification of data updates, auditing service requires notification of data accesses (as an 
option due to its overheads). There is no standard way of requesting notifications in current data 
source interfaces like JDBC. So we suggest that the grid data source interface contain a function that 
can be invoked to access a variety of events happening at the data source. These events could include: 

• Schema updates (for FAS and replication service) 

• Data updates (for replication service) 

• Data accesses (for auditing service) 

The format of the update delta or audit log record for the notification is entirely up to the data source. 
The only constraint is that in the case of replication, both the source and target must understand the 
delta format (likewise for auditing, the auditing service must understand the audit record format). This 
could be facilitated by using a self-describing format for the delta (say an XML format), though the 
actual schema would still have to be standardized in the application domain. 

5. Related Grid Projects 
Most current grid applications use files to manage data. Directory services that need more 
sophisticated access are typically implemented with LDAP. As applications become more data-
intensive, the grid community has taken greater interest in data management.  

The Relational Grid Information Systems project is investigating the pros and cons of implementing 
grid directory services with relational DBMSs [44]. The SDSC Storage Resource Broker (SRB) is a 
distributed, attribute-based file system [45].The SRB employs a DBMS to store all its metadata and 
user-defined attributes. It supports GSI-based security and the ability to invoke remote data filtering 
operations via a proxy mechanism. It can manage a variety of digital entities including files, 
directories, SQL command strings, tables in databases, and services. These entities are registered into 
a logical name space and all operations are performed relative to the logical name space. The SRB 
manages the mapping from the logical name space to the physical name space that describes where the 
digital entity is actually stored. [34] studies the use of SRB on a grid, and its benefits and limitations.  

There are many efforts to investigate the use of DBMSs from grid applications [34]. The projects 
closest in spirit to this work are the Work Package 2 of the European Data Grid project [46], and the 
OGSA-DAI project [47].  

The Work Package 2 of the European Data Grid project has in its charter some virtualization services 
for the grid, including data discovery, replica management, and workflow optimization. The SpitFire 
project proposes a grid service that will mediate between a DBMS and a grid client, converting HTTP 
requests made by the client into JDBC requests to the DBMS, and mapping tabular results from the 
DBMS into an XML output to the client [48].  
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The main difference with our design is that we have an explicit suite of virtualization services 
providing a wide range of transparencies. These services virtualize all data sources, including file 
systems, DBMSs, and even application programs, using three key technologies: federated DBMSs, a 
powerful discovery service and a generic data replication service. The federated DBMS allows 
integrated access and management of distributed and heterogeneous data sources. The discovery 
service provides name transparency. The replication service is used to distribute data across the grid to 
aggregate compute resources, and to consolidate data from multiple data sources for warehousing. 

The OGSA-DAI project is drafting a general grid service interface for accessing grid data sources, 
including relational and XML databases through query languages like SQL, XPath, and XQuery [49]. 
We anticipate that the Grid Data Service interface being developed by this project will be able to 
interact well with the virtualization services proposed in this paper. 

6. Conclusions 
Many modern applications involve large data sizes and wide distribution. These applications are well 
suited for running on a grid, but need technologies for efficient information integration and for 
efficient utilization of the compute resources. Data management technologies like DBMSs and file 
systems are quite mature. However, grids introduce new challenges like large scale, wide distribution, 
and source autonomy. 

To allow grid applications to develop without worrying about these complexities, data access and 
processing should be virtualized. In this paper we have identified a set of transparencies that are 
fundamental to data virtualization: heterogeneity transparency, location transparency, distribution 
transparency, ownership & costing transparency, and replication transparency. 

Current data management technologies have some important limitations in providing these 
transparencies, especially location, ownership, costing, and replication. We have proposed a suite of 
data virtualization services to enable these transparencies. These virtualization services lie between 
grid applications and grid data sources, and interact closely with other OGSA services.  

There are a few other aspects of virtualization that we have not considered in this paper, because we 
feel they are complex issues meriting separate treatment. First, grid applications might want end-to-
end guarantees on quality of service. Supporting this involves several changes to data services, 
including quality of service guarantees from the underlying data sources themselves. Second, grids 
need a mechanism to control invocation of autonomous grid services. We think that microeconomic 
mechanisms might be appropriate, though this needs further investigation.   

In this paper we have described both the long term goals of data virtualization services and what is 
achievable in the short term. We would like to have wider discussion of both these goals in GGF and 
the rest of the grid community, especially to prioritize the implementation of these services. We have 
also identified some functionality that grid data sources can provide in order to enable virtualization. 
We hope that these, along with other proposals on grid data source interfaces, will stimulate 
discussion at GGF and form the basis for a standardized grid data source interface.  

 

7. Security Considerations 
See Section 2.3. 
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