# Linear-scaling implementation of exact exchange using the density matrix: method and accuracy 

Lionel A. Truflandier ${ }^{1}$ and David R. Bowler ${ }^{1,}$ a<br>London Centre for Nanotechnology and Department of Physics and Astronomy University College London 17-19 Gordon Street, London WC1H 0AH, UK

(Dated: 15 November 2018)


#### Abstract

In this work we consider the enhancement of the computational efficiency in exact exchange calculation using the density matrix and local support functions. We introduce a numerical method which avoids the explicit calculation the four-center electron repulsion integrals (ERIs) and reduces the prefactor scaling by a factor $M$, where $M$ is the number atoms within the range of the exact exchange Hamiltonian. This approach, which uses three-center reduction integrals, takes advantage of a discrete grid which enables a direct summation over the support functions in a localized space. Using the sparsity property of the density matrix, the scaling of the prefactor can be further reduced to reach asymptotically $O(M)$. Influence of the fast Fourier transform and real space Poisson solver upon the ERI accuracy is discussed. Finally, various factors influencing the performance of the algorithm are investigated in terms of execution time and memory usage.


PACS numbers: 71.15.Ap 71.15.Mb 71.15.Dx 02.60.Jh

## I. INTRODUCTION

The exchange interaction is a fundamental concept in the description and the interpretation of electronic structure of molecules and solids. Its genuine representation is found in the so-called "Fock-exchange" for HartreeFock (HF) and correlated wave-function approaches and "exact-exchange" for Kohn-Sham (KS) density functional theory (DFT). Unfortunately, the expensive computational resources needed for the evaluation of the exchange energy represent a serious bottleneck. This can be partially circumvented thanks to the development of elaborated integral evaluation methodologies. $\frac{1}{2}$ Using the sparse density matrix techniques, $\underset{,}{2}$ our purpose is to develop a scheme for computing exact exchange which fulfils the linear-scaling requirement, i.e. the computer effort scales linearly with the number of atoms, and as far as possible, minimizes the prefactor.

The two particle density matrix is formally defined in terms of the one-electron eigenstates as,

$$
\begin{equation*}
\rho\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\sum_{n} f_{n} \psi_{n}(\mathbf{r}) \psi_{n}^{*}\left(\mathbf{r}^{\prime}\right) \tag{1}
\end{equation*}
$$

where $f_{n}$ is the occupation number and $n$ run overs the doubly occupied electronic states. Traditional quantum chemistry methods approximate $\psi_{n}$ by a truncated linear combination of real atom-centered functions $\left\{\phi_{i \alpha}\right\}$-also called basis or support functions. As a result, $\rho\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ is finite and separable; this approach is also the basis for many linear scaling methods ${ }^{2}, \underline{3}$. The density kernel $K$ is then expressed in the representation of the basis states with,

$$
\begin{equation*}
\rho\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\sum_{i \alpha j \beta} \phi_{i \alpha}(\mathbf{r}) K_{i \alpha j \beta} \phi_{j \beta}\left(\mathbf{r}^{\prime}\right) \tag{2}
\end{equation*}
$$

[^0]where the index $\alpha$ runs over of the number of support functions for each atom $i$. For sake of simplicity, hereafter we will omit the index $\alpha$. The formal expressions of the Hartree (also called Coulomb) and exchange energies are
\[

$$
\begin{align*}
J & =\iint d \mathbf{r} d \mathbf{r}^{\prime} \frac{\rho(\mathbf{r}) \rho\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}  \tag{3}\\
X & =\iint d \mathbf{r} d \mathbf{r}^{\prime} \frac{\rho\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \rho\left(\mathbf{r}^{\prime}, \mathbf{r}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \tag{4}
\end{align*}
$$
\]

with $\rho(\mathbf{r})=\left.\rho\left(\mathbf{r}, \mathbf{r}^{\prime}\right)\right|_{\mathbf{r}=\mathbf{r}^{\prime}}$ the usual electronic density. The corresponding matrix elements are given by

$$
\begin{align*}
J_{i j} & =\sum_{k l}(i j \mid k l) K_{k l}  \tag{5}\\
X_{i j} & =\sum_{k l}(i k \mid l j) K_{k l} \tag{6}
\end{align*}
$$

where the 4 -center integral $(a b \mid c d)$ related to the orbitalproduct density

$$
\begin{equation*}
\rho_{a b}(\mathbf{r})=\phi_{a}(\mathbf{r}) \phi_{b}(\mathbf{r}), \tag{7}
\end{equation*}
$$

is a short notation for the Coulomb-type integral,

$$
\begin{equation*}
(a b \mid c d)=\iint d \mathbf{r} d \mathbf{r}^{\prime} \rho_{a b}(\mathbf{r}) \vartheta\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \rho_{c d}\left(\mathbf{r}^{\prime}\right) \tag{8}
\end{equation*}
$$

To simplify the notation we wrote the two-particle Coulomb operator $\vartheta\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\left|\mathbf{r}-\mathbf{r}^{\prime}\right|^{-1}$. At a first glance, we notice that the evaluation of the 4 -center electron repulsion integrals (ERIs) in Eq. (5) and Eq. (6) scales formally as $N^{2}$, i.e. evaluation of the energy scales as $N^{4}$, where $N$ is the product of the number of atoms with the number of basis functions. This observation is especially true if one use atom centered Gaussian- or Slater- type orbitals (GTO and STO, respectively) and analytic or semi-analytic integration techniques. Several elaborated methods based on 3-center reductions ${ }^{4}$ have been introduced to alleviate the $N^{4}$ barrier of the Coulomb,,$\frac{5}{7}$ and
exchange matrix calculation. $\underline{\underline{6}}_{\underline{-9}}^{\underline{9}}$ They generally derived from the density-fitting approach of Baerends and Roos for STOs, ${ }^{10}$ and Dunlap and coworkers ${ }^{11,12}$ for GTO basis sets: $\rho_{a b}(\mathbf{r})$ is approximated by a model density $\tilde{\rho}(\mathbf{r})$ defined as a linear combination of atom centered auxiliary fit functions. The coefficients of the expansion are then optimized using a "Coulomb-weighted" constrained least squares fit method, $\sqrt{\underline{5}}$ Finally, the 3-center integrals of the kind,

$$
\begin{equation*}
(a b \mid A)=\iint d \mathbf{r} d \mathbf{r}^{\prime} \rho_{a b}(\mathbf{r}) \vartheta\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \rho_{A}\left(\mathbf{r}^{\prime}\right) \tag{9}
\end{equation*}
$$

are numerically evaluated with a quadrature scheme, ${ }^{13-15}$ or further reduced to 2 -center, ${ }^{9,16}$ and integrated analytically: ${ }^{17.18}$ Different approaches which keep a similar spirit as the pseudo-spectral ${ }^{19,20}$ or the resolution of identity methods ${ }^{21,22}$ have also demonstrated to be efficient, and improvements are still explored by many groups, ${ }^{4,23,24}$ All of the above methods exhibit $N^{3}$ scaling, which asymptotically reach $O\left(N^{2}\right)$ or even $O(N)$ for the most elaborated, $\frac{4}{-}$ including fast multipole developments. ${ }^{25-27}$ Obviously, in this case the prefactor and the data storage become the relevant parameters to probe the real efficiency of the implementation.

Whereas GTO- and STO-based quantum chemistry approaches involved ERIs for computing the Coulomb energy, periodic DFT methods based on plane wave (PW) expansion of the KS orbitals integrate directly Eq 3 in reciprocal space using 3D-FFT algorithm. In this case, the associated computational effort of $n \times N_{G} \log \left(N_{G}\right),{ }^{28}$ where $N_{G}$ is the number of PWs, becomes insignificant compared to the orthogonalisation or diagonalisation steps which asymptotically reach as $O\left(N^{3}\right)$. Using efficient parallelization of the FFT routines, reasonable scaling properties are obtained which are rapidly spoiled when the system size exceeds few hundred atoms. $\underline{\underline{2}}^{\underline{2}}$ This is especially true when exact-exchange is incorporated in the KS-DFT formalism. ${ }^{29}$ In that case, as previously discussed for quantum chemistry methods, the evaluation of Eq. (8) for each orbital-product $\rho_{a b}$ raises the computational cost to $n^{2} \times N_{G} \ln \left(N_{G}\right)$ and asymptotically to $O\left(N^{3}\right){ }^{30}$

Linear-scaling DFT especially developed for modern high-performance computer (HPC) is promising if one wants to perform electronic structure calculation on thousands or hundred thousands of atoms 31 Among the various linear scaling and support function schemes, ${ }^{2,32}$ real space methods based on numerical atom-centered basis functions, i.e. numerical atomic orbital (NAO) or pseudo atomic orbitals ( PAO ) when the pseudopotential approximation is also involved, are widely used for $O(N)$ simulations, ${ }^{33}$ as well as in more standard approaches. ${ }^{34}$ The NAOs are expressed as a linear combination of products of radial functions $\left(f^{l}\right)$ and real spherical harmonic $\left(Y_{l}^{m}\right)$,

$$
\begin{equation*}
\phi_{i}(\mathbf{r})=\sum_{\zeta} c_{i \zeta} \varphi_{i \zeta}(\mathbf{r}) \tag{10}
\end{equation*}
$$

$$
\begin{equation*}
\text { with } \quad \varphi_{i \zeta}(\mathbf{r}) \equiv \varphi_{i \zeta}^{l m}(\mathbf{r})=f_{i \zeta}^{l}(r) Y_{l}^{m}(\theta, \gamma) \tag{11}
\end{equation*}
$$

with $\{m, l\}$ the usual quantum number. As in GTOor STO-based quantum chemistry programs, variational flexibility can be improved by splitting the valence shell basis into multiple- $\zeta$ radial functions, and further by adding extra angular momentum components. The nonorthogonal basis set of NAOs is generated in such way that the functions are confined within a localization region of radius $r_{c}$. The NAO basis sets present various advantages: (i) The strictly localized character of these functions removes extended tails and results in sparse matrices. (ii) They are chemically intuitive since all basis functions are centered on atoms. (iii) Fast seminumerical integral calculations are possible using spherical Bessel transform (SBT) for the radial part, and traditional analytic integration for the spherical harmonic part. In this context, Talman ${ }^{35-37}$ Toyoda and Ozaki ${ }^{38,39}$ have proposed efficient semi-numerical methods for the computation of the the 4 -center ERIs. Using improved fast-SBT transform, $\xlongequal{40}$ a remarkable accuracy is reached compared to full analytical results with a reasonable computational cost. 38 Recently, Shang et al. have introduced an fully numerical scheme. ${ }^{41}$ Each 4 -center ERI is computed by evaluating the pair-density potential,

$$
\begin{equation*}
v_{c d}(\mathbf{r})=\int \vartheta\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \rho_{c d}\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime} \tag{12}
\end{equation*}
$$

followed by the integration in real space,

$$
\begin{equation*}
(a b \mid c d)=\int \rho_{a b}(\mathbf{r}) v_{c d}(\mathbf{r}) d \mathbf{r} \tag{13}
\end{equation*}
$$

The potential $v_{c d}$ is accurately evaluated thank's to the real space Poisson solver developed by Genovese et al. ${ }^{42,43}$ In the same way, but using maximally localized Wannier basis functions, Wu et al. have proposed to compute $v_{c d}$ by directly solving Poisson's equation,

$$
\begin{equation*}
\nabla^{2} v_{c d}(\mathbf{r})=-4 \pi \rho_{c d}(\mathbf{r}) \tag{14}
\end{equation*}
$$

Discretization of the Laplace operator allows to transform Eq. (14) into a linear set of finite-difference equations which are solved using a conjugate gradient algorithm, 44,45

In this work, we will introduced a numerical method which enables the computation of the exchange matrix elements with a 3 -center reduction integral (3CRI) scheme similar to Eq. (9); we stress that the method can be used with any basis set for the support functions, though we will use NAOs. The method combined the full evaluation of the basis functions on a grid with Poisson's equation solver, as proposed by Shang et al. ${ }^{41}$ Nevertheless, here we will circumvent explicit calculations of the ERIs without any approximation. The resulting scaling is driven by a prefactor proportional to $M^{3}$, where $M$ is the number atoms within the range of the exact-exchange Hamiltonian, and reach asymptoticaly $O(M)$. The accuracy of method with respect to various FFT-based methodologies used for evaluate the pair-density potential will be
discussed. The implementation of the 3CRI approach within the architecture of DFT linear-scaling code ConQUEST will be presented in a forthcoming article.

## II. 3-CENTER REDUCTION INTEGRALS

The principle of the method is straightforward: If the configuration space spanned by the support functions is described by an evenly spaced discrete basis, from the double sum of Eq. (6) recasts as

$$
\begin{equation*}
X_{i j}=\sum_{k}\left(i k\left|\vartheta \sum_{l}\right| l j\right) K_{k l} \tag{15}
\end{equation*}
$$

we can decompose the double sum above into a first the sum over the states $l$, and evaluate the exchange matrix elements through a second sum over $k$,

$$
\begin{equation*}
X_{i j}=\sum_{k}\left(i k \mid \bar{v}_{k j}\right) \tag{16}
\end{equation*}
$$

The operator $\bar{v}_{k j}$ is no more that the "local" pair potential associated to the reduced density weighted by the density matrix coefficient,

$$
\begin{equation*}
\bar{\rho}_{k j}=\sum_{l} K_{k l} \rho_{l j} . \tag{17}
\end{equation*}
$$

As a result, the exchange matrix elements are deduced from 3-center 3-dimensional Coulomb integrals. To describe the practical implementation we have to start from the explicit definition of the exchange matrix elements with respect to the ERIs and the basis set $\left\{\phi_{a}\right\}$. Within the discretized space, combining Eq. (6), (7) and (8), we obtain:

$$
\begin{align*}
& X_{i j}=\sum_{k l} K_{k l} \sum_{h g} \phi_{i}\left(\mathbf{r}_{h}-\mathbf{R}_{i}\right) \phi_{k}\left(\mathbf{r}_{h}-\mathbf{R}_{k}\right) \vartheta\left(\mathbf{r}_{h}, \mathbf{r}_{g}\right) \\
& \times \phi_{l}\left(\mathbf{r}_{g}-\mathbf{R}_{l}\right) \phi_{j}\left(\mathbf{r}_{g}-\mathbf{R}_{j}\right) w\left(\mathbf{r}_{h}\right) w\left(\mathbf{r}_{g}\right) \tag{18}
\end{align*}
$$

where we made explicit the fact that the support function are centered on the nuclei positions $\left\{\mathbf{R}_{a}\right\}$. The sets $\left\{w\left(\mathbf{r}_{h}\right)\right\}$ and $\left\{w\left(\mathbf{r}_{g}\right)\right\}$ account for the weight factors of the quadrature points $\left\{\mathbf{r}_{h}\right\}$ and $\left\{\mathbf{r}_{g}\right\}$. We choose to work with an evenly spaced cubic grid where both $w\left(\mathbf{r}_{h}\right)$ and $w\left(\mathbf{r}_{g}\right)$ simplify to $w_{\mathrm{int}}=h_{\mathrm{int}}^{3}$, with $h_{\mathrm{int}}$ the grid spacing, ${ }^{46}$ Under the translation $\mathbf{r} \rightarrow \mathbf{r}+\mathbf{R}_{i}$, which leaves invariant the ERIs, we obtain

$$
\begin{align*}
X_{i j}=\sum_{k l} K_{k l} & \sum_{h g} \phi_{i}\left(\mathbf{r}_{h}\right) \phi_{k}\left(\mathbf{r}_{h}-\mathbf{R}_{k i}\right) \vartheta\left(\mathbf{r}_{h}, \mathbf{r}_{g}\right) \\
& \times \phi_{l}\left(\mathbf{r}_{g}-\mathbf{R}_{l i}\right) \phi_{j}\left(\mathbf{r}_{g}-\mathbf{R}_{j i}\right) w_{\mathrm{int}}^{2} \tag{19}
\end{align*}
$$

using $\mathbf{R}_{a b}=\mathbf{R}_{a}-\mathbf{R}_{b}$. By virtue of the linearity of discretized space, we are allow to introduce the temporary matrix:

$$
\begin{equation*}
\Phi_{k}\left(\mathbf{r}_{g} ;\left\{\mathbf{R}_{l i}\right\}\right)=\sum_{l} K_{k l} \phi_{l}\left(\mathbf{r}_{g}-\mathbf{R}_{l i}\right) \tag{20}
\end{equation*}
$$

We emphasize that $\phi_{l}$ is evaluated on a cubic grid centered on the nucleus $i$. The explicit expression for the reduced density of Eq. (17) is given by

$$
\begin{equation*}
\bar{\rho}_{k j}\left(\mathbf{r}_{g} ; \mathbf{R}_{j i},\left\{\mathbf{R}_{l i}\right\}\right)=\Phi_{k}\left(\mathbf{r}_{g}\right) \phi_{j}\left(\mathbf{r}_{g}-\mathbf{R}_{j i}\right) \tag{21}
\end{equation*}
$$

The corresponding reduced pair potential $\bar{v}_{l j}$ is obtained by solving the Poisson equation. Finally, we introduce the temporary matrix:

$$
\begin{align*}
\Omega_{j}\left(\mathbf{r}_{h} ; \mathbf{R}_{j i},\left\{\mathbf{R}_{l i}\right\}\right. & \left.\left\{\mathbf{R}_{k i}\right\}\right) \\
& =\sum_{k} \phi_{k}\left(\mathbf{r}_{h}-\mathbf{R}_{k i}\right) \bar{v}_{k j}\left(\mathbf{r}_{h}\right) \tag{22}
\end{align*}
$$

to perform the last numerical integration yielding to the exchange matrix elements

$$
\begin{align*}
X_{i j}\left(\mathbf{r}_{h} ; \mathbf{R}_{j i},\left\{\mathbf{R}_{l i}\right\},\right. & \left.\left\{\mathbf{R}_{k i}\right\}\right) \\
& =\sum_{h} \phi_{i}\left(\mathbf{r}_{h}\right) \Omega_{j}\left(\mathbf{r}_{h}\right) w_{\mathrm{int}} \tag{23}
\end{align*}
$$

We voluntary made explicit the dependence of the various matrix with respect to the translation vectors $\left\{\mathbf{R}_{a b}\right\}$.

FIG. 1. Algorithm describing exchange kernel scaling as $M^{3}$.

```
loop over atom i
         evaluate and }\triangleright\mathrm{ store }\mp@subsup{\phi}{i}{
        loop over atom j
            if }\mp@subsup{R}{ji}{}<\mp@subsup{D}{ji}{}\mathrm{ then
                    \triangleright evaluate and }\triangleright\mathrm{ store }\mp@subsup{\phi}{j}{
                    loop over atom k
                    if }\mp@subsup{R}{ki}{}<\mp@subsup{D}{ki}{}\mathrm{ then
                            \triangleright ~ e v a l u a t e ~ \phi _ { k } \text { and } \triangleright \text { store ?}
                                loop over atom l
                                \triangleright ~ f e t c h ~ K ~ K k l
                                if }\mp@subsup{R}{li}{}<\mp@subsup{D}{li}{}\mathrm{ then
                                    \triangleright ~ e v a l u a t e ~ \phi _ { l } \text { and } \triangleright ~ s t o r e ?
                                    \diamond \text { accumulate } \Phi _ { k }
                                    end if: }\mp@subsup{D}{li}{
                                    end loop:l
                                     calculate }\mp@subsup{\overline{\rho}}{kj}{
                             evaluate }\mp@subsup{\overline{v}}{kj}{
                            \diamond \text { accumulate } \Omega _ { j }
                    end if: }\mp@subsup{D}{ki}{
            end loop: }
        end if: }\mp@subsup{D}{ji}{
        end loop: j
        | integrate X Xij
    end loop: i
```

This approach involves three main operations: (i) The projection of $\phi_{i}$ onto the discretized space, where both radial functions and spherical harmonics are evaluated on a cubic grid. (ii) The summations of Eqs. (20) and (22). (iii) The evaluation of the pair potential $\bar{v}_{l j}$.

The combination of local FFT grids ${ }^{47}$ with the locality property of the NAOs easily fulfils the efficiency requirement. On each primary atom $i$ a box is centered at the position $\mathbf{R}_{i}$. This box contains an ensemble of grid points called $\mathcal{B}_{i}$. For the NAO set $\{j, k, l\}$ in Eq. (19)
other boxes $\mathcal{B}_{a}$ are defined and translated along the vector $\mathbf{R}_{a i}$. Here, we choose to work with identical cubic boxes of length $L \geq 2 \times r_{c}^{\max }$, where $r_{c}^{\max }$ is the largest confinement radius over the whole set of contracted functions $\left\{\varphi_{i \zeta}^{l m}\right\}$. Considering that the quadrature of Eq. (19) is different from zero if significant overlap is deemed to exist between the four NAOs, we can first reduced the computational resources involved in (i) by defining reduced spaces as,

$$
\begin{equation*}
\mathcal{O}_{a i}=\mathcal{B}_{a} \cap \mathcal{B}_{i} \tag{24}
\end{equation*}
$$

where $\mathcal{O}_{a i}$ is the overlap box of $\phi_{a}$ with $\phi_{i}$. Then the discretized functions $\left\{\phi_{j}, \phi_{k}, \phi_{l}\right\}$ are only evaluated for grid points common to the space span by $\phi_{i}$. Secondly, by using the fact that the coordinate system is centered on the primary atom, we can introduced an efficient screening during the course of the calculation and reduced the computational time related to (ii) and (iii). Accumulation in the temporary matrices $\Phi_{k}$ and $\Omega_{j}$, which are centered on atom $i$, is perform if and only if the distance $R_{a i}$ between the two distribution centers is below the cutoff $D_{a i}$. If one consider this cutoff to be equal to $r_{c}^{\max }(a)+r_{c}^{\max }(i)$ where the two parameters defined the confinement radius of the centers $a$ and $i$, then the calculation is exact in the representation space of $\left\{\phi_{a}\right\}$ and the conditional screening along with the overlap reduction only disable useless computations.

As shown in the algorithm of Fig. 1 the calculation time can be reduced further with a screening condition on exchange matrix elements $X_{i j}$. This is related to the sparsity property of $\rho\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \xlongequal{48}$ and the truncation of all the operators involved in the Hamiltonian. ${ }^{\underline{3}}$ Naturally, other screening techniques,,$\frac{1}{2}$ as the Schwarz inequality, might be incorporated in this algorithm. However, they generally rely on the computation of two-center integrals which is not computationally justify in our case. Indeed, our implementation is performed in the framework of density matrix linear-scaling techniques, where the main assumption is based on "fast decay" of the matrix elements $K_{i j}$ at long range which implies a pre-screening process.

From the algorithm of Fig. 1 we note that the most time consuming operation, i.e. the evaluation of the reduced potential $\bar{v}_{k j}$ (see below for timings), is performed within a 3-index loop, which contrasts with the $M^{4}$ scaling used for the accumulation of temporary matrix $\Phi_{k}$. An other possibility would be to compute and store the set $\left\{\phi_{l}\right\}$ or (and) $\left\{\phi_{k}\right\}$ once reducing formally -after the first cycle - the execution time for the calculation of $\Phi_{k}$ to $M^{3}\left(M^{2}\right)$ but increasing the data storage by $M\left(M^{2}\right)$, respectively. These options will be studied later in the article. We will now address the computation of the reduced potential which is the remaining bottleneck.

## III. POISSON EQUATION AND ACCURACY

There exist two main numerical approaches to evaluate the Coulomb potential related to a localized charge density distribution. We can choose to solve the Poisson equation in reciprocal space where the Laplace operator becomes diagonal and

$$
\begin{equation*}
\tilde{v}_{k j}(\mathbf{G})=4 \pi \frac{\tilde{\rho}_{k j}(\mathbf{G})}{\mathbf{G}^{2}} \tag{25}
\end{equation*}
$$

$\mathbf{G}$ is the reciprocal space analogue of the real space vector $\mathbf{r}$ defined in the atom centered cubic box of volume $V=L^{3}$. Fourier transform of the density from real to reciprocal space

$$
\begin{equation*}
\tilde{\rho}_{k j}(\mathbf{G})=\int_{V} d \mathbf{r} \bar{\rho}_{k j}(\mathbf{r}) e^{-i \mathbf{G} \cdot \mathbf{r}} \tag{26}
\end{equation*}
$$

and the inverse transform applied to the potential

$$
\begin{equation*}
\bar{v}_{k j}(\mathbf{r})=\sum_{\mathbf{G} \neq 0} \tilde{v}_{k j}(\mathbf{G}) e^{i \mathbf{G} \cdot \mathbf{r}} \tag{27}
\end{equation*}
$$

can be performed using the FFT technologies. This second approach is the most appropriate for periodic neutral systems -when the positively charged nuclei compensate exactly the electronic charge density - it becomes less relevant for isolated and/or charged systems. When dealing with localized charge densities, the Fourier expansion of Eq. (26) leads to issues which affect dramatically the accuracy of the potential ${ }^{49}$ The enforced periodicity arising from the wave factor induces spurious electrostatic interactions between periodic images which are naturally magnified for charged systems. Moreover, in this case $\tilde{v}_{k j}(\mathbf{G} \rightarrow 0)$ diverges instead of converging to zero and violates the classical law $\bar{v}_{k j}(\mathbf{r} \rightarrow \infty) \approx 0$ which must be valid for any Coulomb potentials associated with isolated charges.

Several schemes have been developed to tackle this problem, ${ }^{50-52}$ and we refer the reader to Refs. 49 and 53 for recent studies - and references therein. Alternatively, Poisson's equation can be solved in real space. Wu et al. proposed to seek for $\bar{v}_{k j}$ as solution of Eq. (14) by discretizing the Laplace operator in real space and solving the corresponding set of finite difference equations using a conjugate gradient algorithm. ${ }^{44}$ An other class of method, which avoids the direct resolution of the Poisson equation is based on the discrete variable representation (DVR) of Eq. (12), 5 in a direct product of one-dimensional localized realspace basis functions as Chebyshev polynomials,,$\frac{55}{}$ sinc,,$\underline{, 54}$ Lagrange ${ }^{56}$ functions, or interpolating scaling functions (ISF) $\underline{57}$ As a result, the potential is free of boundary conditions. The remaining issue related to the Coulomb singularity is circumvented by an integral transformation and a Gauss quadrature, 58 or by the separable formulation of the $1 / r$ operator over Gaussian functions as proposed by Beylkin et al, 59,60

TABLE I. Deviations of numerical ERIs computed for $\mathrm{H}_{2}$ with respect to the semi-numerical method of Toyoda et al. implemented in LIBERI ${ }^{39}$ A fixed grid spacing of 0.20 au was used for both the FFT- and DVR-based methods.

| Method |  | $r_{\text {int }}(\mathrm{au})$ | $N_{g}{ }^{\text {b }}$ | Integrals (au) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | (11\|11) | (12\|11) | (12\|12) | (11\|22) |
| LIBERI ${ }^{\text {c }}$ | n/a | n/a | 2048 | 0.6141895 | 0.4273042 | 0.3291038 | 0.5012347 |
|  |  |  |  | Deviations (au) |  |  |  |
| FFT/no correction ${ }^{\text {d }}$ | 2.7 | 12.86 | 129 | 0.1177822 | 0.0883207 | 0.0668717 | 0.1156119 |
| FFT-SCC | 1.2 | 5.65 | 57 | 0.0140899 | 0.0076902 | 0.0064139 | 0.0038279 |
|  | 2.7 | 12.86 | 129 | 0.0094874 | 0.0065076 | 0.0049596 | 0.0076849 |
|  | 8.0 | 37.67 | 377 | 0.0032908 | 0.0021934 | 0.0016352 | 0.0026264 |
| FFT-CCC | 1.2 | 5.65 | 57 | -0.0005123 | -0.0026848 | -0.0003908 | -0.0071520 |
|  | 1.5 | 7.06 | 71 | -0.0002621 | -0.0003906 | -0.0000992 | -0.0047685 |
|  | 2.0 | 9.42 | 95 | -0.0001081 | -0.0002508 | -0.0000903 | -0.0030707 |
| DVR-ISFe | 1.0 | 4.71 | 48 | 0.0000018 | -0.0000968 | -0.0001299 | 0.0001028 |

a The relation beyween $\kappa$ and $r_{\text {int }}$ is given by $r_{\text {int }}=\kappa \times r_{c}^{\max }$, where $r_{c}^{\max }$ is the the confinement radius of the PAO.
${ }^{\mathrm{b}} N_{g}$ is the number of grid points along one direction. For the SBT approach, $N_{g}$ corresponds to the number of points used to discretized the radial component.
${ }^{\text {c }}$ The convergence parameters are: (i) maximum value of angular momentum $l_{\max }=10$, (ii) $l_{\max }=8$ and $N_{g}=180$ for the Gauss-Laguerre quadrature 38
${ }^{\mathrm{d}}$ No correction is applied and the $\mathbf{G}=0$ component is neglected as in Eq. (27).
e A number of 16 interpolating scaling functions were used for the density mapping.

FIG. 2. Convergence of the numerical Coulomb-type ERI for $\mathrm{H}_{2}$ with respect to the grid step and the Poisson solver. Left panel: with the DVR-ISF and FFT-CCC method. Right panel: with the FFt-SCC method. Influence of the scalingorder $m$ for ISF and the integration radius for the FFT-based approaches are also demonstrated.


Later in this article we will investigate the accuracy of two FFT-based Poisson solvers: (i) The spherical cutoff of the Coulomb potential (SCC) $\underline{52,61}$ The Coulomb potential is truncated at distance $C$ where the localized
electronic density vanishes preventing undesired interactions between periodic images. It is easily demonstrated that the Fourier transform of $\bar{v}_{k j}(\mathbf{r})$ is then given by

$$
\begin{equation*}
\tilde{v}_{k j}(\mathbf{G}) \approx 4 \pi \tilde{\rho}_{k j}(\mathbf{G}) \frac{1-\cos (C|\mathbf{G}|)}{\mathbf{G}^{2}} \tag{28}
\end{equation*}
$$

In this respect the $\mathbf{G}=0$ component of potential is finite with $\tilde{v}_{k j}(0)=2 \pi C^{2}$. The spherical cutoff approach and its generalization to 1D and 2D periodic system have been investigated in details elsewhere, , 9 9.51,62 $^{2}$ Generally, the density cutoff is defined as $C=2 \sqrt{3} \times r_{c}^{\max }$ and the box side length is given by $L=2 \kappa \times r_{c}^{\text {max }}$ with $\kappa \geq 1+\sqrt{3}, \underline{49,52}$ (ii) The counter charge corrections (CCC) ${ }^{49,53,63,64}$ At first thought, if one want to eliminate periodic-image interactions of the net charge $q_{k j}=\int_{V} d \mathbf{r} \bar{\rho}_{k j}(\mathbf{r})$ which in reciprocal space are concentrated at $\mathbf{G}=0$ and recover the useful relation $\tilde{v}_{k j}(0)=0$, we can add to $\bar{\rho}_{k j}$ a jellium compensating charge and correct the potential accordingly. This approach implies that the density must be very localized, or conversely that the cell is large enough to allow the approximation of $\bar{\rho}_{k j}$ by a Dirac delta function. If now the $q_{k j}$ is close to zero, as for a $p$-like or $d$-like charge distribution, we observe that no particular corrections are applied, and that higher order in the model have to be included if one want to correct the spurious electrostatic interactions of the nonspherical components. Then, the
second thought bring us to introduce a more general approach where the compensating model density $\rho_{\mathrm{M}}$ is expanded in a set of auxiliary densities presenting the same multipolar moments than $\bar{\rho}_{k j}$. If Gaussian functions are used for the auxiliary basis, the derivation of the correcting potential $v_{\mathrm{M}}$ can be analytical. $\underline{49}$ Hereafter, for sake of demonstration, we have considered a unique normalized Gaussian function centered on the origin of the cell and weighted by $q_{k j}$. We make sure that the tail of the Gaussian do not spill over the boundaries of the box. Then $\rho_{\mathrm{M}}$ is added to $\bar{\rho}_{k j}$ in real space. After the first FFT of Eq. (26), the potential in reciprocal space obtained through

To probe the accuracy of the two FFT-based approaches and the DVR-ISF Poisson solver developed by Genovese et al. ${ }^{42.43}$ we have computed the four inequivalent ERIs of $\mathrm{H}_{2}$-with an interatomic distance of 1.4 au. A single $-\zeta \mathrm{PAO}$ with $r_{c}^{\max }=4.71$ au has been used for the support functions. For the ISF Poisson solver, 89 Gaussian functions were used for the linear expansion of the Coulomb operator, as implemented in the ISF module ${ }^{65}$ Deviations of the numerical ERIs with respect to the results obtained with the semi-numerical SBTmethod ${ }^{38-40}$ of Toyoda et al. are reported in Table

Convergence of the (11|11) ERI with respect to the grid spacing $h_{\mathrm{int}}$ and the integration radius $r_{\mathrm{int}}$ for FFTbased approaches are represented in Fig. 2. We emphasize that whereas accuracy of the DVR methods are formally independent of the range of the integration radius, i.e. the size of the box, periodic-image interactions remain for counter-charge or spherical-cutoff corrected FFT approaches ${ }^{49}$ As a result, whatever the scheme for the correction, larger simulation cells are always required when one applies FFT technique to solve the Poisson equation for isolated systems. This is apparent if one examine the deviations of the $\mathrm{H}_{2}$ ERIs as a function of the integration radius - with a fixed $h_{\text {int }}$ - for the SCCand CCC-FFT methods (see Table 【). We observe a decrease of the deviation with respect to the reference values for larger cell but the convergence of the ERIs is very slow compared to the computational effort which scales globally as $N_{g}^{3}$, where $N_{g}$ is the number of grid points along one direction, with $N_{g}^{3} \log \left(N_{g}^{3}\right)$ for the FFT part (see Fig. 2). This conclusion is reinforced by the plots of Fig. 2 where a logarithmic scale is used for the errors. From Table IT we notice that CCC outperforms SCC by an order of magnitude using more reasonable computational resources, with an error below the mHa for $r_{\text {int }}=1.2 \times r_{c}^{\max }$. We also emphasize that if no correction is applied to the FFT-based Poisson solver, the ERIs are underestimated by 20 \%.

Finally, we find that the most suitable Poisson solver to reach a fine accuracy with reasonable computational resources is the DVR-ISF, with a deviation around $10^{-4}$ Ha and an exponential convergence with respect to the grid spacing. Notice that, as previously demonstrated by Genovese et al. 42 the convergence rate can be accelerated by increasing the number of interpolating functions
(see Fig. 4) without impacting the numerical effort which, like for standard FFT technique, scales as $N_{g}^{3} \log \left(N_{g}^{3}\right)$. Eq. (27) is FFT back and the correcting potential $v_{M}$ is subtracted to $\bar{v}_{k j}$ in real space.

FIG. 3. Comparison of CPU times necessary to compute exact exchange as a function of number atoms using explicit ERI calculation and the 3CRI method. The FFT-CCC approach was used to solve the Poisson equation. Polynomial fits along with ideal $M^{3}$ and $M^{4}$ scaling are also reported (see text for details).


## IV. TIMING PROPERTIES AND SCALING

Practical tests on the efficiency of the 3CRI algorithm were performed on linear chains of hydrogen atoms. This system allows us to realize fast computations and simplify the interpretation of the results, without compromising the generality of the result. Calculations were performed on 1 processor with a fixed grid spacing of 0.20 au for the PAO discretization and integration radii of 5.65 and 4.71 au for FFT-CCC and DVR-ISF, respectively. Notice that all the conclusions drawn from this 1D system is fully transferable to 3D lattices.

In Fig. 3 are reported the central processing unit (CPU) times used for the computation of exact exchange as a function of the length of the atomic chain using explicit evaluation of the ERIs and the 3CRI approach. First, we observe that above 8 atoms, i.e. for a minimum interatomic distance of 9.8 au , we reach a linear scaling regime for both approaches, which is also apparent in Fig. (4). This highlights the role of the overlap screening introduce previously (see Fig. 11). This observation is reinforced by comparing the numerical results to the ideal $\alpha M^{3}$ and $\beta M^{4}$ scaling of Fig. 3 obtain from a curve fitting in the range $[0 ; 8]$ where only $\alpha$ and $\beta$ were optimized. We found that the $M^{4}$ scaling prefactor $\beta$ is around 3 times larger than $\alpha$. Within the same range, if the polynomial fitting is fully relaxed, a scaling ratio of about $M^{0.5}$ is obtain compared to the ideal value of

FIG. 4. Comparison of CPU times necessary to compute exact exchange as a function of number atoms using FFT and DVR approaches for solving Poisson's equation. Influence of the data storage is presented in terms of CPU time (left $y$-axis) and memory (right $y$-axis).


FIG. 5. Execution time decomposition with respect to the main routines involved in exact exchange calculations: the resolution of the Poisson equation, the PAO discretization and the accumulation in the temporary matrices $\Phi$ and $\Omega$. Influence of the data storage is also presented. Left panel: with explicit evaluation of the ERIs. Right panel: using the 3 CRI approach.

$M$. In that case the two prefactors are almost identical with a value around 0.06 s . Comparison of the FFT and DVR approach upon the CPU time is presented in Fig. 4 along with the influence of the data storage. For the ERI algorithm, we observe that FFT-CCC is faster than the real-space approach for which the size of the grid is reduced by a factor 1.73 (i.e. $1.2^{3}$; see Table I). Conversely, the opposite trend is found when the 3CRI
algorithm is employed. After inspection, we found that these variations are due to the different prefactor in the FFT techniques which is also embedded in the ISF Poisson solver ${ }^{43}$

Partial storage of the PAOs (the set $\left\{\phi_{l}\right\}$, see line 12 of Fig. (1) leads to a net reduction of the execution time by a factor 1.8 and 1.5 for the FFT-CCC and DVRISF) Poisson solver, respectively. A better appreciation of the underlying factor that influence the scaling behavior is given in Fig 5. The improvement arising from the 3-center reduction algorithm is mainly located in the Poisson solver routine, which is formally called $M^{4}$ times by the ERI algorithm, compared to $M^{3}$ for 3CRI. For the sake of verification, notice that the same amount of time is spent in the PAO evaluation and the accumulation parts (see Fig. (1) of the two algorithms. As expected, the CPU time reduction observed when the partial saving of the PAOs is turn on (right panel of Fig 5) is due to the decrease by a factor of the time spend in the PAO evaluation routine. Nevertheless, there is a price to pay through a slower memory access and the noticeable increase of the accumulation time. As a rule, we are facing the eternal dilemma of data storage vs. execution time, ${ }^{66-68}$ and a good balance between both procedures must be found in order to optimize to computational resources used. Finally, we note that the data storage fulfils the linear scaling requirements as demonstrated in Fig. (4) For an evenly spaced chain of atoms as considered in this work, the saturation regime, which reaches 48.5 MB using the computational settings describe previously-, is reasonable compared to the memory peak of 21.9 MB obtain when the data storage is bypassed.

## V. CONCLUSION AND PERSPECTIVES

Using a linear combination of discrete basis set and the 3 -center reduction method, we have shown that we are able to circumvent the $M^{4}$ scaling inferred by the calculation of exact exchange with the full set of ERIs. It is important to notice that the exact-exchange Hamiltonian and energy obtained with the 3CRI approach are rigorously identical to the traditional ERI results. Moreover, if the atomic-like orbitals are localized and finite range, it is further possible to achieve linear scaling in both CPU time and memory usage. We emphasize that the $O(M)$ regime obtained in this study -where $M$ is the number atoms within the range of the exact-exchange Hamiltonian - defines the scaling behavior of the $O(N)$ density matrix techniques - where $N$ is the total number of atoms. Within a forthcoming article we will describe the parallel implementation of exact exchange within the matrix multiplication kernel of Conquest,,$\underline{69}$ and demonstrate that the parallelization of the 3CRI algorithm only involved exchange of the density matrix elements across processors.
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