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<bt>One of the most modern, and valuable, statistical innovations is the class of statistical procedures that uses simulations based on observed data to generate useful distributions, such as sampling distributions, and features of those distributions, such as standard errors. Until the development of modern, high-speed computing and effective software, such methods were intractable (and therefore undeveloped). Both Fisher and Gosset were aware of the value of simulation-based distributions in the early 20th century (see, e.g., Rodgers & Beasley, 2013), but were constrained to small and simple statistical settings by computational limitations. By mid-century, Tukey and colleagues were refining and expanding the range of such methods (e.g., Rodgers, 1999). In 1979, Efron developed the bootstrap, which has become the most popular and powerful of the simulation methods to define sampling distributions. Since then, simulation methods have become useful in the distributional requirements of Bayesian statistical settings, through methods such as the Metropolis-Hastings algorithm and Gibbs sampling. This chapter is designed to provide theoretical background, conceptual understanding, and examples so that applied researchers can use this broad and valuable class of statistical methods.

One hundred years ago, a researcher interested in a theoretical distribution or characteristics of that distribution, such as its mean, standard deviation, or 2.5 and 97.5 percentiles, was restricted practically by computing limitations to the types of theoretical distributions that are described by an explicit equation,<fnc>1 such as the binomial or multivariate normal distribution. Using mathematical models of distributions often requires considerable mathematical ability and imposes severe and often intractable assumptions (e.g., normality, independence, variance assumptions, and so on). Computer simulations now provide more ﬂexibility specifying distributions, which in turn provide more ﬂexibility specifying models.

<fn>1Our present deﬁnition of *explicit equation* includes exact equations and well-deﬁned series. An analytic solution relies only on explicit equations, although the deﬁnition’s boundaries are fuzzy.

<bt>

Many modern methods rely on simulation. One contemporary simulation technique is Markov chain Monte Carlo (MCMC) simulation, which can specify arbitrarily complex and nested multivariate distributions. It can even combine different theoretical families of variates. Another contemporary technique is the bootstrap, which can construct sampling distributions of conventional statistics that are free from most (but not all) assumptions. It can even create sampling distributions for new or exotic test statistics that the researcher created for a speciﬁc experiment.

The ﬁeld of simulation is a large one, and we try to cover only the aspects that have an immediate beneﬁt for applied behavioral researchers. The ﬁeld is very wide and extends into almost every area of statistics. It even extends beyond statistics; several inﬂuential techniques were developed by physicists in the 1940s and 1950s. The ﬁeld has a history that itself is almost as long as modern statistics. Many of the founders of modern statistics conceptually described the beneﬁts and justiﬁcations of simulations before they were pragmatically possible. The bootstrap and some useful simulation terminology are introduced in the chapter’s ﬁrst section. General simulations and MCMC simulations are covered in the second section.

R code for the chapter’s examples is available at https://github.com/OuhscBbmc/beasley-simulation-methods-2 and can be viewed with a simple text editor. The ﬁrst example has two versions. The ﬁrst listing is intended to be a clear and direct translation of the described steps; the second listing is optimized for efﬁciency and produces the graphs used in this chapter.

## <h1>The Bootstrap

<bt>The bootstrap is a resampling technique that uses an observed sample to construct a statistic’s sampling distribution. Many founders of modern statistics actively developed and promoted resampling, including William Gosset (also known as Student), R. A. Fisher, and John Tukey.

## <h2>Bootstrapping Univariate Observations

### <h3>Example 1a: Standard Error of the Median

<bt>A psychologist collects waiting times in a sample of *N* = 5 subjects to gain insight into the larger population of people.<fnc>2 She believes the population’s distribution is likely skewed and decides the research question is best addressed by the median and its variability. Unfortunately, the median does not have a closed-form equation for a standard error. One convenient solution is to use a bootstrap, which has ﬁve stages.

<fn>2For a discussion of how to select a worthy research question, see Volume??, Chapter ??, this handbook.

<bt>

*<nl>Stage 1.* Collect the sample and calculate the observed median, *MD*Obs, from the *N* scores.

*Stage 2.*  Prepare the sampling frame, which can be thought of as a pool of scores. In this example, all ﬁve observed scores are placed in the sampling frame.

*Stage 3.* Draw *N=5* scores *with replacement* from the sampling frame; this creates one *bootstrap sample*. Repeat this process many times, say *B* = 9,999.

*Stage 4.*  The *bootstrap distribution* is formed by calculating the median of each bootstrap sample. Each bootstrapped statistic is denoted with an asterisk. The bootstrap distribution is the collection of *B* bootstrapped medians: *MD*\*1, *MD*\*2, ..., *MD*\*9999.

*Stage 5.* The standard error of the median is estimated by the standard deviation of the bootstrap distribution.</nl.

<eq>

(1)
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<bt>Suppose the observed scores were 1, 4, 10, 50, and 80, and the summaries are *MD*Obs = 10 and Table <tco>24.1 illustrates possible simulation outcomes. In the ﬁrst bootstrap sample, the values 4 and 50 were drawn twice, whereas 1 and 80 were never drawn. In the second-to-last sample, the ﬁve drawn scores were coincidentally the same as the observed sample. In the last sample, 4 was drawn almost every time.
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In Stages 2 and 3, a *sampling frame* was formed and ﬁve scores were randomly drawn from it repeatedly. The goal was to mimic the median’s variability that would occur if additional samples of *N* = 5 were drawn from the *population*. For many types of bootstraps, the best sampling frame is simply the observed sample.

In Stage 4, a bootstrap distribution of medians was built to make an inference about the median of the population. Using a sample’s statistic to estimate a population parameter follows the *plug-in principle*; the median is the *plug-in statistic* in this example (Efron & Tibshirani, 1993, Chapter 4).

A statistic’s standard error quantiﬁes the variability in its sampling distribution. Instead of calculating the spread of a *theoretical* sampling distribution (closed-form mathematical solutions that exist for statistics such as , *r*, and *t*, but not for *MD*), we calculate the spread in an *empirical* sampling distribution in Stage 5.
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### <h3>Example 1b: Standard Error of the Mean

<bt>The researcher later reused the collected sample to address a different question—one that is better suited by the mean. The algorithm proceeds as in Example 1a, except the plug-in statistic is now the mean instead of the median.

*<nl>Stage 1.* Collect the sample and calculate the observed mean, , from the *N* scores.
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*Stage 2.* Prepare the sampling frame, which is the ﬁve observed scores in this example.

*Stage 3.* Draw *N* scores with replacement from the sampling frame; this creates one bootstrap sample. Repeat this process many times, say *B* = 9,999.

*Stage 4.* A bootstrap distribution is formed by calculating the mean of each of the *B* bootstrap samples. The bootstrap distribution is the *B* bootstrapped means: <eq>
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*Stage 5.* The standard error of the mean is estimated by the standard deviation of the bootstrap distribution. </nl>

<eq>

(2)
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<bt>The bootstrap samples from Example 1a can be reused to calculate the bootstrapped means.<fnc>3 The last column in Table 24.1 would be replaced with the values Stage 5 then calculates the standard deviation of these 9,999 statistics (the reason for choosing *B* = 9,999 is discussed brieﬂy in the section Bootstrap Sample Size).
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<fn> 3We want to emphasize that this process is unaffected by the choice of plug-in statistic.

<bt>

There are many types of bootstraps, and the two just described are *nonparametric* in the sense that they require no assumptions about the sampling distributions (however, they do assume that the observed scores are drawn independently from the population of interest). A procedure is *parametric* when it relies on assumptions about the population distribution. The typical parametric standard error of the mean is:<eq>

(3)
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<bt>The conventional standard error of the mean measures the variability in a sample (i.e., the standard deviation, *s*) to estimate the variability in the population of means.<fnc>4 It uses the central limit theorem to relate *s* to the . Unfortunately, many useful statistics do not have a convenient theoretical relationship such as this. For the statistics that do, the required assumptions can be unreasonable in some applied scenarios. The bootstrap can help in both cases: calculating the standard error is simple even for complicated plug-in statistics. The choice of the plug-in statistic is very ﬂexible, and this will be discussed later.
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<fn>4When a large sample is drawn from a normally distributed population, the bootstrap standard error will be very close to the conventional standard error of the mean.

### 

<bt>A 95% conﬁdence interval (CI) for the mean<fnc>5 can be estimated from the bootstrap distribution created in Stage 4. The bootstrap samples and bootstrap distribution can be reused. Only the ﬁnal stage is different.

<fn>5A frequentist 95% CI is built so that 95% of similarly constructed CIs will contain the population parameter value.

*<nl>Stages 1 to 4.*<bt> Proceed as in Example 1b.

*Stage 5.*  Order the *B* = 9,999 bootstrapped statistics from smallest to largest.</nl>

The CI bounds are marked by the 250th smallest value and the 250th largest value (i.e., the .025 and .975 quantiles). The number of scores in each tail is calculated by α(*B* + 1) /2; α is .05 with a 95% CI.

A CI determined from this type of bootstrap distribution has an additional advantage over a CI determined from a parametric, theoretical normal distribution. The parametric distribution relies on the central limit theorem for normality, and thus the tails are an equal distance from; the CI is deﬁned by The parametric procedure can be justiﬁed as *N* grows inﬁnitely large, but it can be misleading when a small sample is drawn from a skewed distribution. In fact, the parametric CI in this example is (−1.4, 59.4), which produces a nonsensical negative value for waiting time.
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This bootstrap CI method has the appealing feature that it is *range-preserving*; in this case, the CI for waiting time will never be negative. The bootstrap CI is (4.0, 58.8); its boundaries are guaranteed to be values that could be observed in a sample (because they were calculated from values that were actually observed in a sample; Efron & Tibshirani, 1993, Section 13.7). The bootstrap distribution is shown in Figure <fco>24.1, along with the CI.

### **<h3>**Example 1d: The p Value for the Mean

<bt>A one-tailed *p* value is determined in an intuitive way, as the proportion of bootstrapped statistics that are more extreme than the value of the null hypothesis. A two-tailed *p* value is easy to determine as well but would not make theoretical sense with the waiting time example. If *H*0: *time* ≤ 5, the ﬁve stages are:

*<nl>Stages* *1 to 4.* Proceed as in Example 1b.

*Stage 5.* Tally the number of values equal to or less than the hypothesized value, expressed as: <eq>
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</nl> (4)
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<bt>The *p* value is .

Notice that the choice of plug-in statistic in Stage 2 is unrelated to the choice of statistic that summarizes the bootstrap distribution in Stage 5. A standard deviation can be calculated on the *B* statistics regardless of plug-in equation used in Stage 2 (e.g., the median or mean). Similarly in Stage 5, the distribution of *B* means can be summarized in a variety of ways (e.g., standard error, CI, or *p*).

The code accompanying the chapter replicates the steps in our examples, including plotting simpliﬁed versions of the ﬁgures. These examples are intended to supplement the knowledge of novice bootstrappers (with limited exposure to R) and to provide a template for more complicated bootstraps that can arise in applied research. Software is further discussed at the end of the chapter.

### <h3>Terminology

<bt>Before we move to slightly more complicated examples, we summarize the entities and notation. Typically, a researcher draws a sample *X* to gain insight into its population distribution of single scores, *F* (this *F* is unrelated to the analysis of variance [ANOVA] *F* distribution). If we are interested in the mean of the population, μ, the appropriate plug-in statistic is the mean of the sample, . An inferential procedure mimics *F* with a theoretical distribution called , to assess the accuracy of (or any other plug-in statistic). Conceptually, stands in for *F* because we don’t know *F*, but we do know . In the world of resampling, is more specifically called an empirical distribution. Examples 1b to 1d calculate three common expressions of the uncertainty in the estimate of μ: the standard error, CI, and *p* value.
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The empirical distribution, , should not be confused with the bootstrap distribution, which is a type of empirical *sampling* distribution. For instance, in Example 1a, is a distribution of *N* single *observations*, whereas the bootstrap distribution is a collection of *B statistics* (that were each calculated from a bootstrap sample of *N* scores randomly drawn from the sampling frame). The distinction between these different types of distributions is explained in detail in Rodgers (1999).
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The sampling frame is the mechanism behind , because it is the pool of single points from which the bootstrap samples are drawn. The previous examples have used a sampling frame that was built directly from the observed sample. We will show three other types of bootstraps that are only indirect expressions of the sample. In the second half of the chapter, we discuss Monte Carlo methods, which are simulations in which is entirely unconnected to an observed sample.
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So far, the sampling frames produced empirical distributions that represent an observed population. We start using the notation to distinguish it from an empirical distribution representing a null hypothesis, . Examples 2a and 2b focus on this difference.
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## <h2>Bootstrapping with Novel Designs

<bt>The mean is a well-known statistic with an accessible theoretical sampling distribution—yet the bootstrap can help when the central limit theorem assumptions are not justiﬁable. The median is well known, but it does not have a good theoretical sampling distribution; the bootstrap can help by providing an accessible empirical sampling distribution.

In some scenarios, an established sampling distribution exists but does not ﬁt the proﬁle of an experimental design. For instance, the longitudinal, nested factorial design of Smith and Kimball (2010, Experiment 1) beneﬁted from the ﬂexibility of a bootstrap in two ways. First, a subject’s ﬁnal outcome was conditioned on their initial response in a way that prevented the ANOVA sampling distribution from representing it appropriately. This linking created correlated error terms for the linked observations, which invalidated the traditional ANOVA distribution as an appropriate sampling distribution (and we know that the ANOVA is not robust to violations of independence of errors). Second, there was substantial heterogeneity in the variability, making it difﬁcult to model appropriately. After the sampling frame was customized to ﬁt the researchers’ speciﬁc contrasts, a bootstrap was able to test hypotheses with *N* = 110 subjects that a parametric generalized linear model or multilevel model could not.

The bootstrap’s ﬂexibility perhaps is demonstrated best when it provides a sampling distribution for a *new statistic* that is created for a speciﬁc design protocol. In fact, “subject to mild conditions,” the selected bootstrapped statistic “can be the output of an algorithm of almost arbitrary complexity, shattering the naïve notion that a parameter is a Greek letter appearing in a probability distribution and showing the possibilities for uncertainty analysis for the complex procedures now in daily use, but at the frontiers of the imagination a quarter of a century ago.” (Davison et al., 2003, p. 142).

It is difﬁcult to give concise examples of this ﬂexibility, because several paragraphs would be needed just to describe a novel design; advice and examples are found in Boos (2003) and Davison and Hinkley (1997).

To provide an approximation, and to stimulate the reader to think deeper about such a constructed statistic, consider the following setting. Tukey’s (1977) H-spread was designed to measure the distance across the middle half of a distribution (often referred to as the interquartile range). Suppose a theory implies interest in another distance: the distance across the middle 20% of the distribution (a range-type measure even less inﬂuenced by extreme scores than the H-spread). This statistic is sensible and interesting, but in this case, the statistical community has no background or statistical theory to help the applied researcher. But the bootstrap is every bit as facile and useful in this previously undeﬁned setting as it is in applications involving other well-known statistics like the mean, median, or H-spread.

## <h2>Bootstrapping Multivariate Observations

When two scores are collected from a subject, our deﬁnition of an observation is expanded to a bivariate point, *ui* = (*xi*, *yi*).

**<h3>**Example 2a: for a Correlation
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<bt>Diaconis and Efron (1983) bootstrapped a correlation by using the observed sample as the sampling frame. In Example 1, *N* univariate points were drawn from a sampling frame of *N* univariate points. Here, *N* bivariate points are drawn from a sampling frame of *N* bivariate points.

*<nl>Stage 1.* Collect the sample and calculate *r*obs from the *N* data points (pairs of *X*, *Y* values).

*Stage 2.* Prepare the sampling frame. To produce in this case, use the observed sample.
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*Stage 3*. Randomly draw *N* pairs of scores with replacement while keeping the pairs intact. For instance, if *x*3 is selected, the accompanying value must be *y*3 (i.e., the *x* and *y* scores for the third subject). Repeat this stage to form *B* bootstrap samples.

*Stage 4*.Calculate for each bootstrap sample drawn in stage 3.
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*Stage 5*. Calculate the with *B* = 9,999. If a hypothesis test is desired, the null hypothesis can be rejected if ρnull falls outside of the CI. As before, the standard error is the standard deviation of the *B* statistics in the bootstrap distribution.</nl>
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## <h2>Univariate Sampling Bootstrap

### <h3>Example 2b: for a Correlation

**<bt>**As early as 1935, Fisher (1970) developed a resampling method, called the *permutation test* or the *randomization test*. It is very similar to the bootstrap, except that it samples from the sampling frame *without replacement*.<fnc>6 Fisher did not intend to estimate the standard error but rather to calculate the *p* value of a null hypothesis, which is achieved by constructing a sampling frame that represents the null hypothesis.

<fn>6“[The bootstrap] was designed to extend the virtues of permutation testing” (Efron & Tibshirani, 1993, p. 218).

<bt>

In the case of a bivariate correlation, suppose the null hypothesis states that *X* and *Y* are linearly independent in the population. An interesting special case of linear independence (Rodgers et al., 1984) that is often tested is ρNull = 0. One approach is to conceptualize this as “every value of *X* has an equal chance of being associated with any value of *Y*.” To reﬂect , the sampling frame enumerates all possible *X* and *Y* pairs—creating a sampling frame with *N*2 bivariate points (see Lee & Rodgers, 1998). Figure <fco>24.2 portrays the two different sampling approaches.
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This procedure for bootstrapping resembles Example 2a, with three exceptions. First, the sampling frame has *N*2 points instead of *N*. Second, each of these points has a 1/*N*2 probability of being selected on each draw, instead of 1/*N*. Finally, a hypothesis is tested by comparing *r*Obs with the CI, instead of comparing ρNull with the CI.
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<nl>*Stage 1.* Collect the sample and calculate *r*Obs from the *N* data points (pairs of *X*, *Y* values).

*Stage 2.* Prepare the univariate sampling frame by combining every *x* with every *y* value.

*Stage 3.* Randomly draw *N* pairs of scores with replacement from the *N*2 possible points in the sampling frame. Repeat this stage to form *B* = 9,999 bootstrap samples.

*Stage 4.* Calculate for each bootstrap sample drawn in Stage 3.
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*Stage 5.* Calculate the . If a hypothesis test is desired, the null hypothesis can be rejected if *r*Obs falls outside of the region of nonrejection defined by the CI. The standard error is again the standard deviation of the bootstrap distribution.</nl>
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<bt>This CI (derived from ) represents the variability around ρNull, whereas the previous CI (derived from ) represents the variability around *r*Obs. The two contrasting *p*-value equations for *H*0: ρ > ρNull are Notice that the value of ρNull is not present in the latter *p*-value equation because it is reﬂected within the sampling frame, which is constrained by its construction to have a correlation of zero.
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The univariate sampling bootstrap is easily extended to cases where correlations are nonzero. Using a method called “diagonalization” the sampling frame produced by the univariate sampling framework can be shaped to exhibit any correlation a researcher might require. This is particularly useful in two ways. The first is to test non-nil null hypotheses. In some cases, simply rejecting the null hypothesis of no correlation may not be of interest. In order to use the univariate sampling bootstrap for this test of the non-nil null, the researcher can set the correlation in the sampling frame to the null hypothesized correlation coefficient. The bootstrap procedure then proceeds as before. This creates a null distribution *around the non-nil null*.

The second case where diagonalization of the univariate sampling frame is useful is when a confidence interval is desired. By diagonalizing the univariate sampling frame so that it has the same correlation as the originally observed data, and then bootstrapping as before, the resulting confidence interval is the confidence interval of the observed statistic.

While the alternative step of using the univariate sampling frame, instead of the raw data, may seem to be trivial, this alteration to the bootstrap has repeatedly shown itself to provide advantages over the traditional bootstrap, particularly with regards to Type I error rates. Research on correlation coefficients has demonstrated this in a number of settings (e.g., Beasley et al., 2007; Bishara & Hittner, 2012, 2017). Research for uses other than correlation coefficients has also recently found an advantage for the univariate sampling bootstrap over other bootstrap alternatives and some nonbootstrap CI methods (O’Keefe & Rodgers, 2020). Software implementations of the univariate bootstrap are available in R (e.g., Omisc) that manage the creation of the univariate sampling frame, diagonalization if desired, and the bootstrapping procedure itself.

Hutson (2019) defined an almost identical approach to the univariate sampling bootstrap, and named it the *surrogate bootstrap.* (The only difference is his focus on defining the p-value, instead of the confidence interval; if the confidence interval is used for hypothesis testing, the outcome must always be identical. Hutson noted in relation to the Lee and Rodgers, 1998, procedure that “the test can also be inverted to provide precise confidence interval for *ρ*”). Hutson provided mathematical justification for the univariate sampling bootstrap, along with additional simulation support for the excellent operating characteristics of this bootstrap method.

### <h3>Example 3a: Parametric Bootstrap

<bt>The *parametric bootstrap* is similar to the nonparametric bootstrap in previous examples, except that and its sampling frame have distributional assumptions. In a correlational setting, an analyst might be able to assume the variables approximately follow a bivariate normal distribution with a linear relationship of *r*Obs (Efron & Tibshirani, 1993, Section 6.5). In this case, scores in the sampling frame do not contain any observed scores. The sample inﬂuences the sampling frame only thorough *r*Obs. For a given bootstrap sample, the *N* bivariate points are generated as follows:
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<nl>*Stage 1.* Collect the sample and calculate *r*Obs from the *N* data points (pairs of *X*, *Y* values).

*Stage 2.* State the parametric form of the estimated population. A linear, normal distribution is:<eq>

(5)
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*Stage 3.* Randomly draw *N* bivariate points. The random number generator produces a unique point every draw. Repeat to form *B* bootstrap samples.

*Stage 4.* Calculate for each bootstrap sample drawn in stage 3.
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*Stage 5.* If desired, calculate the CI and *p* value as in Example 2a (and not like Example 2b).

Although is now parametric, the bootstrap distribution itself is still considered nonparametric. The shape of the collection of values has no equation or restrictions. The parametric bootstrap can be a good tool when the population’s characteristics can be reasonably assumed, but the statistic’s characteristics are not well known. This situation occurs with statistics like the median (that lack a closed-form sampling distribution) or for novel statistics that are tailored to a speciﬁc experimental protocol (e.g., Boos, 2003).
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### <h3>Example 3b: Semiparametric Bootstrap

<bt>A *semi-parametric* bootstrap draws observations from an that is constructed from some parametric and some nonparametric assumptions. In a multiple regression setting, one could assume *F* has a linear relationship and the residuals are exchangeable but not assume the residuals are normally distributed. In this model, the *i*th subject’s predicted score is *yi* = *b*0 + *b*1*x*1,*i* + *b*2*x*2,*i* + *ei*, and *ei* is their residual.
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<nl>*Stage 1.* Collect the sample and calculate the sample coefﬁcients (*b*0, *b*1, *b*2) that estimate the population parameters (β0, β1, β2).

*Stage 2.* The sampling frame is formed from the *N* residuals (*e*1, . . ., *eN*).

*Stage 3a.* Randomly draw *N* residuals with replacement (*e*1\*, *e*2\*, . . ., *eN*\*).

*Stage 3b.* If the independent variables (the *x* values) are considered ﬁxed, each bootstrap sample is:<eq>

(6)

![](data:image/x-wmf;base64,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)

<bt>This creates a bootstrap sample of *N* values: (*y*1\*, *y*2\*, . . ., *yN*\*). Repeat this stage to form *B* bootstrap samples.

<nl>*Stage 4.* Calculate with the same three-parameter linear model for each bootstrap sample created in Stage 3.
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*Stage 5.* Calculate the desired statistics (similar to Example 2a) on the trivariate bootstrap distribution of (*b*0\*, *b*1\*, *b*2\*).</nl>

The *x* values are considered ﬁxed in this speciﬁc example, so they are not drawn randomly in Stage 3b. Bootstrap distributions of other plug-in statistics such as *R*2 may better address the speciﬁc research question (e.g., Manly, 2007, Chapter 7). The linear model does not necessarily have to minimize squared error (e.g., it could minimize the median of absolute values of deviations). Semiparametric bootstraps can provide a foundation for many generalized linear models (Davison & Hinkley, 1997, Section 7.2) and exploratory approaches, such as loess curves and cubic splines (Hastie et al., 2009).

If additional assumptions are justiﬁable, a semi-parametric bootstrap can model dependencies more naturally than a nonparametric bootstrap. Drawing residuals as if they were interchangeable requires the assumption of homogenous variance (drawing observed samples, as described in Examples 2a and 2b, does not). Adjustments such as standardizing the residuals may improve the robustness of semi-parametric approaches (for this and other techniques, see Davison & Hinkley, 1997, Sections 3.3, 6.2–6.3).

### <h3>Bootstrapping Data with Dependencies

<bt>Bootstrapping is reasonably straightforward when the data are independently and identically distributed. However, psychological designs frequently model dependency among the observations (e.g., time series), variables (e.g., multiple regression, repeated measures designs), or sampling levels (e.g., multilevel models). Sometimes a nonparametric bootstrap may be unable to accommodate these designs because it is difﬁcult to incorporate the appropriate dependency into the sampling frame and also avoid distributional assumptions; instead, parametric and semiparametric bootstraps can be used. For more strategies and applications, see Davison and Hinkley (1997) and Beasley and Rodgers (2009). Lahiri (2003) is a mathematically oriented book dedicated to dependent data.

## <h2>Pragmatic Bootstrapping Issues

<bt>A statistical analysis can accommodate both bootstrap and parametric procedures. A researcher may believe a χ2 distribution is appropriate for the ﬁt statistic for testing a structural equation model (SEM), while also believing the CIs around the means and covariances are asymmetric. In this case, a parametric ﬁt statistic can be complemented by bootstrapped standard errors. If a parametric distribution is problematic, the Bollen-Stine (Bollen & Stine, 1992) bootstrap distribution could be used instead (Enders, 2010, Section 5.11 & 5.15). Another illustration of a heterogeneous strategy is using parametric standard error of the mean and a bootstrapped H-spread. In short, adopting the bootstrap can be a gradual transition.

### <h3>Conﬁdence Interval Adjustments

<bt>The CI calculated in Example 2 is commonly called the percentile CI. Its simple deﬁnition is that the percentile of the bootstrap distribution maps directly to the percentile of the inferred population. For instance, the 250th smallest *r*\* (out of *B* = 9,999) estimates the population’s 2.5% percentile, assuming the null hypothesis is true. However, this effortless relationship can produce biased estimates in common conditions and several CI adjustments have been developed to have less bias and greater efﬁciency.

At least eight CI adjustments have been proposed (many authors frequently use ambiguous or conﬂicting names; surveyed in Beasley & Rodgers, 2009, pp. 372–375). We prefer the BC*a* (which stands for “bias-corrected and accelerated”) adjustment because it has a favorable combination of efﬁciency, robustness, and wide applicability. It attempts to correct for bias in the bootstrap distribution and for heterogeneous variability in the plug-in statistic (Efron & Tibshirani, 1993, Chapter 14).

### <h3>Bootstrap Sample Size

<bt>Nonparametric bootstraps are randomly drawn from the empirical sampling frame because complete enumeration of all possible bootstrap samples is rarely practical.<fnc>7 This randomness introduces simulation error (which can be thought of a type of sampling error from ) and fortunately increasing *B* to a reasonable number makes this error negligible. All the chapter’s bootstrap examples complete in less than 5 seconds, even when *N* = 500.
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<fn>7In Example 1, a small-data example, complete enumeration requires 55 = 3,125 bootstrap samples, which actually requires less work than the suggested *B* = 9,999. However, this is rarely the case, because the sample size is usually larger than *N* = 5; if one more score had been collected, complete enumeration requires *B* = 66 = 46,656. Even a moderate size of *N* = 30 requires *B* ≈ 1044. This number can be reduced by accounting for and reweighting redundant samples (e.g., the sample {11, 11, 4} produces the same statistic as {4, 11, 11}), but programming these shortcuts would take much longer than running a large *B*, and the sample still may not be small enough to be practical.

We recommend that at least 103 and 104 replications be run for standard errors and 95% CIs, respectively. Additional discussion and references are found in Beasley and Rodgers (2009, pp. 378–379), but reading this takes longer than completing *B* = 99,999. It may seem strange that our suggested *B* values have been chosen so that (*B* + 1)α is an integer (e.g., 9,999 instead of the more natural 10,000). Boos (2003) explained the “99 Rule” and how it slightly improves CI accuracy.

### <h3>Additional Bootstrap Applications

<bt>Most psychological research questions and designs are more complex than the chapter’s examples, but the principles remain the same. Examples and references to sophisticated designs and plug-in statistics are found in Beasley and Rodgers (2009, pp. 375–378). These include designs like time series, stratiﬁed samples, circular variables, and models like generalized linear models, multilevel linear models, survival models, Bayesian analysis, mediation models, and SEM. The resampling procedures that inﬂuenced the development of the bootstrap are also discussed, including the permutation test and jackknife (also see Rodgers, 1998).

### <h3>Limitations

<bt>Two commonly encountered limitations of parametric procedures that apply to the bootstrap and are worth stating here. First, inferences can be misleading when dependencies in the data are not appropriately modeled. Second, a ﬂawed sampling process can produce problematic inferences (although the bootstrap may be less susceptible to this problem than traditional parametric procedures).<fnc>8

<fn>8With respect to the correlation, the bootstrap outperformed parametric procedures in simulations of restricted range (Chan & Chan, 2004; Mendoza et al., 1991), nonnormal correlated populations (Beasley et al., 2007), and composite populations (Lee & Rodgers, 1998).

<bt>The bootstrap does have problems if the plug-in statistic estimates a boundary, or a value close to a boundary, such as a minimum reaction time (Andrews, 2000). In this case, the estimate will be biased upward because the bootstrapped statistic of reaction time cannot be negative. Notice that it is acceptable to estimate a quantity near the boundary of a bootstrap distribution (such as the 2.5th percentile in Stage 5) but not near the boundary of the population distribution (Stage 4). Andrews (2000, Section 2) and LePage and Billiard (1992) discussed other potential concerns that are less likely to affect psychologists.

Beran (2003) wrote

<bq>Success of the bootstrap, in the sense of doing what is expected under a probability model for data, is not universal. Modiﬁcations to Efron’s (1979) deﬁnition of the bootstrap are needed to make the idea work for estimators that are not classically regular. (p. 176)</bq>

<bt>When a novel plug-in statistic is developed (either bootstrap or parametric), good inferential performance is not assured. We advise that the new statistic be studied with a small simulation to assess if it has acceptable Type I error and adequate power, for the observed *N*. This proactive analysis (Steiger, 2007) should include several likely population values and nonnormal distributions. Many of the same tools and skills used to bootstrap can be applied to the proactive analysis.

We occasionally are asked whether the validity of bootstrap inferences suffers with small sample sizes. We feel that if one or more outliers, or even an unrepresentative sample caused by natural sampling variability, can mislead a bootstrap distribution, then it is likely to be even more disruptive to a parametric sampling distribution. For instance, parametric inferences were more susceptible than bootstrap inferences when a bivariate correlation was calculated from a sample of ﬁve observations (Beasley et al., 2007). With a multivariate normal population, the procedures had comparable Type I error, whereas the parametric had slightly better power than the bootstrap. However, when the assumptions were violated by using skewed populations, the parametric procedure had liberal Type I error (reaching 0.15), whereas the bootstrap did not. Summarizing across all simulated values of *N*, the parametric procedure beneﬁted when its assumptions were met, but could be unreliable when they were not. Of course, it is irresponsible to claim this pattern will hold for all statistics and population distributions, which is another reason to perform a proactive analysis before using a novel plug-in statistic.

### <h3>Software

<bt>Software for parametric procedures is much more available and user-friendly than for the equivalent bootstraps. The ﬂexibility that empowers the bootstrap also prevents automation. Eight years later, Fan’s (2003) assessment of available bootstrapping software still applies. When bootstrapping a statistic, it is likely that writing code will be necessary.

R has the most complete support for two reasons. First, it has many concise routines useful to bootstrapping. For instance, the line `sample(x=obs, size=15, replace=TRUE)` randomly draws *N* = 15 scores from a vector called `obs`. Second, most developments and publications involving applied bootstrapping have come from statisticians (and especially biostatisticians) who publish their examples in this language. Examples and documentation also can be found in Stata and SAS.<fnc>9 The SEM programs EQS and Mplus provide bootstrapping for better ﬁt statistics and for more robust CIs (Enders, 2010, Table 11.1).

<fn>9Good starting points are http://www.stata.com/help.cgi?bootstrap, Poi (2004), and http://support.sas.com/kb/24/982.html.

<bt>Two of the most popular bootstrap books use R and S-PLUS exclusively (Davison & Hinkley, 1997; Efron & Tibshirani, 1993).<fnc>10 They accommodate some common designs with less than 10 lines of code from the practitioner. The user deﬁnes their speciﬁc plug-in statistic, and then passes this deﬁnition to a reusable base routine provided by the package.

<fn>10Their routines are included in the “bootstrap” and “boot” packages. After loading the package, documentation appears after typing “?bootstrap” or “?boot”. Both packages have good help ﬁles, with “boot” being slightly more thorough. Packages are discussed in “An Introduction to R,” which is available on the help menu of R.

<bt>It can be tricky to deﬁne this specialized function, however, even for common analyses such as those that (a) incorporate multiple groups, (b) draw from or (c) use sampling frames that do not have exactly *N* points. If the base routine has trouble accommodating the plug-in function, we suggest that users create their own routine by starting with the code for a routine (like bcanon) in the bootstrap package and modifying it to ﬁt the current design.<fnc>11
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<fc>11In R, a routine’s underlying code is presented when its name is entered by itself (e.g., “bcanon” when Efron & Tibshirani’s [1993] “bootstrap” package has been installed and loaded). Saving the code in a script allows it to be modiﬁed, executed, and saved.

<bt>The deﬁned plug-in statistic needs to detect and react to atypical samples. In Example 2a, it is likely that one of the 9,999 bootstrap samples will have no variation, so that is undeﬁned. If unanticipated, this will either halt the program’s execution or insert an undeﬁned value into the bootstrap distribution (depending on the statistical software).
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If the software supports a “Try-Catch” block, it can be used to recover from this event. One implementation of Example 2a catches the undeﬁned statistic and forces another bootstrap sample to be drawn and calculated. Another implementation simply replaces the undeﬁned values with zeros (which is much faster than having the computer construct a Try-Catch block). Even if this behavior is not ideal theoretically, it will happen too infrequently to have any noticeable effect.12 If the software language does not provide error handling (and zero is not an appropriate substitute value for the statistic), the custom code should anticipate and test for illegal conditions.

<fn>12When *N* = 5 in Example 2a, roughly 5−4 = 0.16% of bootstrap statistics will be undeﬁned. When *N* = 10, this proportion drops to 10−9. We believe this source of error is overwhelmed by sampling error and can be ignored.

<bt>Despite the additional issues to consider, bootstrapping can be valuable to a practitioner when it holds a statistical advantage. The bootstrap is a good candidate when the desired statistic lacks a closed-form standard error equation, when necessary parametric assumptions are not met, or especially when small sample sizes are combined with the previous restrictions.

## <h1>Broader Simulation Methods

<bt>When simulation uses repeated random sampling to build a distribution, it is frequently called a *Monte Carlo method*. The bootstrap is a speciﬁc type of Monte Carlo simulation. It can create a distribution of statistics that lacks an equation for the probability density function (pdf) and the cumulative distribution function (CDF; i.e., the integral of the pdf). Thus, in the bootstrap, a collection of *B* points are simulated and substituted for the desired pdf or CDF.

In most Monte Carlo simulations, the distribution of the relevant statistic(s) has a tractable pdf but an intractable CDF. In other words, equations are available to calculate the probability for a single parameter value (e.g., *p*(θ = 2)) but not for a range of parameter values (e.g., *p*(0 ≤ θ ≤ 2) or *p*(θ ≤ 1.7)); the standard error and other moments typically are not available either. Like the bootstrap, the general Monte Carlo method builds a collection of *B* points as a substitute for the desired distribution. Simulation literature commonly calls this the *target distribution*, *f*.<fnc>13
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<bt>The following simulation techniques are general and can evaluate many types of distributions, although we will discuss them in the context of the posterior distribution. A Bayesian posterior distribution is proportional to the product of the prior and likelihood distributions (as explained in Chapter ?? of this volume). Many posterior distributions have an equation for the pdf, but not for the CDF or standard error, and so simulation methods are an attractive tool.

Before the 1990s, most Bayesian analysts had to choose their prior and likelihood distributions carefully, so that the posterior’s CDF had a closed-form equation.<fnc>14 This was not a weakness of Bayesian theory but rather a limitation of available Bayesian methods. This restriction was a common inconvenience for single-parameter models, but it made the use of many multiparameter models completely intractable (especially when the posterior distribution included parameters from different families of distributions). With the development of simulation, Bayesian methods are now arguably more ﬂexible than frequentist (i.e., standard parametric) methods.

<fn>14One common conjugate relationship is a Gaussian prior and a Gaussian likelihood, resulting in a Gaussian posterior. Another common relationship is a beta prior and a binomial likelihood, resulting in a beta posterior.

<bt>

## <h2>General Simulation

<bt>Simulation is unnecessary when the posterior describes a small number of parameters. A distribution can be systematically partitioned into small areas, which are calculated separately before being recombined. This deterministic technique, called *numerical integration*, can be a rectangular approximation used to estimate the area under a curve and is taught to all calculus students before the more elegant *analytical integration*. Analytical integration is not possible with most posterior distributions used in research, however, and even numerical integration is not practical when the posterior has many parameters. A target distribution has one dimension for every parameter; it is common for *f* to have too many dimensions to integrate deterministically.

When analytical and numerical integration are not feasible, simulation can be the next best method. As Monahan (2001) said, “Monte Carlo should be viewed as just another way to compute an integral; numerical integration should be viewed as just another way to sample points in a space” (p. 235). Although our simple simulation examples include only one or two parameters, simulation’s real beneﬁt is evident in high-dimensional problems.

### <h3>Example 4a: Rejection Sampling with Bounded Support

<bt>*Rejection sampling* is a simple simulation technique in which points are generated and then accepted or rejected into the ﬁnal collection of points (it is sometimes called *acceptance–rejection sampling*). To focus on rejection sampling, we will assume that the sample has been collected, and the prior and likelihood distributions have been deﬁned so that the posterior’s pdf can be found. Thus, the posterior pdf is the target distribution, *f*.

Suppose the researcher has found *f* for a parameter, θ, that ranges between −.5 and +.5. The height of *f* (the bimodal solid line in Figure <fco>24.3, left panel) can be found directly, but not the area underneath it (say from θ = 0 to θ = .2). To ﬁnd this area and other quantities, ﬁve stages are needed:

<nl>*Stage 1.* Specify and graph *f* (the curved solid line in Figure 24.3, left panel).

*<h4>Stage 2a.* Determine the *candidate bounds*, represented by the endpoints of the horizontal axis in Figure 24.3, left panel. It should cover the minimum and maximum values of the target parameter (which is [−.5, .5]).

*Stage 2b.* Determine the *density bounds*, [0, *c*]. It should start at zero and extend slightly beyond the tallest point *f*. The height is called the *scaling constant*, *c*.

*Stage 2c.* Plot the box for the candidates and the densities. Stage 2a determines the horizontal coordinates of the box, and Stage 2b determines the vertical coordinates. It should completely envelope *f*.

*Stage 3a.* Draw a random uniformly distributed variate, *xb*, from the candidate bounds [−.5, .5] (i.e., the width of the dashed box). Repeat this *B* times to generate *x*1, *x*2, . . ., *xb*, . . ., *xB*.

*Stage 3b.* For every candidate, draw a uniformly distributed variate, *yb*, from the density bounds [0, *c*] (i.e., the height of the dashed box).

*Stage 4.* For every candidate, ﬁnd the corresponding height of the target pdf, *f*(*xb*). Accept the candidate if *f*(*xb*) ≥ *yb*. Accepted candidates are stored in a collection of target points. Plot each (*xb*, *yb*) point; in Figure 24.3, left panel, an accepted point is a dark gray circle, whereas a rejection is a light gray *x*.

*Stage 5.* Calculate the summary statistics of the distribution. Like the bootstrap, the inferences are estimated by calculating statistics on the distribution of accepted candidates. For instance, the estimated mean of the posterior is simply the mean of the accepted candidates. Similarly, the 95% Bayesian CI is marked by the .025 and .975 quantiles of the accepted candidates.</nl>

After the candidate and density bounds are established in Stage 2, a pair of random numbers is drawn for every candidate in Stage 3. The ﬁrst variate is a parameter value (i.e., the point’s horizontal position). The second variate is a density value (i.e., the vertical position). It is important that these variates can cover the range of both dimensions.

The target distribution is taller at θ = −.3 than at θ = .1, indicating that −.3 is more likely. Therefore in Stage 4, we want more of the accepted candidates to be in the neighborhood of −.3 than in the neighborhood of .1. The height of *f* at θ = −.3 is roughly 1.7 and *c* (the height of the dashed box) is 1.75. As a result, a candidate of θ = −.3 has a 97% (= 1.7/1.75) chance of being accepted. For comparison, candidates in the neighborhood of θ = .1 will be accepted 41% (= .72/1.75) of the time. When enough candidates are evaluated, the collection of accepted candidates will have more than twice as many values near −.3 than near .1. This allows the summary statistics calculated in Stage 5 to assess the properties of the posterior distribution.

The example’s *f* was deﬁned to be a proper probability distribution<fnc>15 (i.e., the total area under the curve, its integral, equals 1), which allows us to verify that the proportion of accepted candidates is approximately correct. The area of the box is 1.75 (= (.5 – [−.5]) × (1.75 – 0)) and the area under the target distribution is 1; 57.1% (= 1/1.75) of candidates should be accepted. In this example 57.8% were accepted, which will vary slightly between simulation runs.

<fn>15Rejection sampling can estimate improper probability distributions whose total area is not 1. The total area underneath does not matter, as long as the heights along f are correctly proportioned. This is useful in Bayesian statistics, in which the posterior is known only up to a proportional constant.

### <h3>Example 4b: Rejection Sampling with Unbounded Support

<bt>The parameter in Example 4a was bound by [−.5, .5], which permitted a convenient box to be drawn around *f*. Two primary changes are necessary when θ is unbounded. First, an unbounded *candidate distribution*, *g*, is needed. In the previous example, the candidate distribution was the uniform distribution, *U*(−.5, .5), but now *g* should be chosen more carefully. Second, the density variate drawn in Stage 3b will depend on the candidate drawn in Stage 3a. It will no longer be ﬁxed at *U*(0, *c*). The range of the uniform distribution will differ for each candidate. For instance, sometimes it is *U*(0, .35), and sometimes *U*(0, 1.3).

<nl>*Stage 1.* Specify and graph the target distribution, *f* (the solid bimodal line in Figure 24.3, right panel). Because *f* extends (−∞,∞), decide on reasonable bounds for the graph. The target’s tails should practically be zero at the graph’s boundaries.

*Stage 2a.* Choose an appropriate *g*. When *f* covers (−∞,∞), *g* also should be unbounded.

*Stage 2b.* Choose the density bounds. The scaling constant, *c*, should be deﬁned *f*(θ) ≤ *c* × *g*(θ), at all points (i.e., the solid line never exceeds the dashed line).

*Stage 2c.* Plot the scaled candidate distribution, *c* × *g*(θ). Make adjustments in Stages 2a to 2b until the candidate envelopes the target completely. In Figure 24.3, right panel, we ultimately settled on *g*(θ) = *tdf*=3(θ) with *c* = 2.

*Stage 3a.* Draw random variate *xb* from *g*. Repeat this *B* times.

*Stage 3b.* For every candidate, ﬁnd the corresponding height of the dashed line (i.e., *c* × *g*(*xb*)). Draw the density variate *yb* from *U*(0, *c* × *g*(*xb*)).

*<h4>Stage 4.<bt>* For every candidate, ﬁnd *f*(*xb*). Accept and store the candidate if *f*(*xb*) ≥ *yb*.

*<h4>Stage 5.<bt>* Calculate the desired summary statistics of the distribution as in Example 4a.</nl>

In Example 4a, the only explicit adjustment in Stages 2a to 2c was the *c* value because the candidate distribution already covered the range of the θ parameter. In this example, however, the analyst determines *c* and the family of the candidate distribution (along with distribution parameters like *df*). In practice, these are decided together with trial and error.<fnc>16

<fn>16Albert (2009, p. 99) provided an automatic way to ﬁnd the scaling constant with a multivariate target distribution (although the candidate distribution and its parameter are still decided by a human). This approach improves efﬁciency because as *c* grows, more candidates are rejected and the simulation becomes less efﬁcient. It also is useful with multivariate distributions where graphically determining *c* is difﬁcult.

<bt>The choice of candidate distribution has three requirements. First, after it is multiplied by *c*, it must be equal to or greater than the target distribution for all values in the target. For this reason, a heavy tailed distribution is a good initial try (like a *t* with few degrees of freedom). Second, the target distribution should have a quick and accessible random number generator. Third, the height of the target distribution should be easily calculated. Most statistical software provides a function for producing random variates from a *t* distribution and calculating its pdf.

## <h2>Markov Chain Monte Carlo

<bt>An MCMC simulation introduces dependencies between the *B* statistics. The theoretical justiﬁcation and foundations of MCMC are covered in Robert and Casella (2004) and Gamerman and Lopes (2006). Only a few details differ between rejection sampling and the simplest MCMC.

### 

 from the independent Metropolis-Hastings (IMH) sampler. On the **************

This example reuses *f* and *g* from Example 4b. The heights of these two distributions are *f*(*xb*) and *g*(*xb*) at point *xb*.

<nl>*Stage 1.* Specify *f*.

*Stage 2.* Choose *g*. From *g*, draw the incumbent for the chain’s ﬁrst step, *z*1.

*Stage 3a.* Draw the candidate *xb* from *g*.

*Stage 3b.* Calculate *ab*, which affects the candidate’s chances of acceptance:<eq>

(7)
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</nl>

<bt>This is the ratio of the incumbent at the candidate and target distribution, multiplied by the ratio of the new candidate at the target and candidate distribution.

<nl>*Stage 4.* If *ab* ≥ 1, the new candidate wins and becomes the incumbent for the next step (so, *zb*+1 = *xb*). If *ab* < 1, there is a runoff election in which the new candidate’s probability of winning is *ab*. Draw *yb* from *U*(0, 1). The new candidate wins if *ab >yb*; otherwise, the incumbent is reelected and survives another step (so, *zb*+1 = *zb*).</nl>

<bt>Repeat *Stages 3a, 3b,* and *4* for *b* = *1, 2, . . ., B steps.*

<nl>*Stage 5.* Calculate any summary statistics on the *B* incumbents, as in Example 4a.</nl>

<bt>As seen in the upper left panel of Figure <fco>24.4, the candidate does not have to envelope the target distribution in an IMH. The histogram of the *B* accepted points matches the theoretical target distribution nicely. Compared with rejection sampling, it is less important to graph *f* and *g* because *c* does not exist. However, *g* is still required to support all possible values of *f*. For instance if *f* supports (−∞,∞), *g* cannot be χ2(*df*=10), which supports only (0, ∞).

The top right panel identiﬁes three points (*D*, *E*, *F*) to illustrate the logic of jumping. Assume the incumbent is *D* and the candidate is *E* at step 70. The ﬁrst ratio in *a*70 (i.e., *g*(*z*70)/*f*(*z*70)) equals 1 because the target and candidate distribution are equal at the incumbent’s position. Point *E* is at the mode of *g* incidentally, so it is the most likely position for a candidate. However, *g*(*E*) would overestimate *f*(*E*) by a factor of 2 if all candidates at *E* were accepted; to account for the disparity between the distributions, the second ratio in *a*70 (i.e., *f*(*x*70)/*g*(*x*70)) is roughly .5—indicating that half of the candidates are accepted.

Assume the candidate *E* was rejected at Step 70, and *F* is the new candidate for Step 71. The value *x*71 is guaranteed victory because the ﬁrst ratio in *a*71 is one and the second ratio is greater than one. The MCMC’s ﬁrst 100 steps are shown in the bottom panel of Figure 24.4. Flat chain links indicate the incumbent was reelected. Notice there are many longtime incumbents with values around point *F* (e.g., see the ﬂat sequence for Steps 71–76). Furthermore, there are many candidates around point *E* but few victories (e.g., see the *x* values for Steps 11–17 and 71–76).

If *f* and *g* are equal at both *xb* and *zb*, then *ab* equals 1 and a jump is guaranteed. If *f* and *g* are always equal, every jump is guaranteed. We later discuss the Gibbs sampler, which exploits this property in a multivariate context. In a univariate context, it would be better to simply draw *xb* from *f* (instead of *g*) and always accept it. However, if it is possible to simulate directly from the univariate *f*, it is very likely that *f* has tractable equations for its CDF and standard error—so simulation is unnecessary.

The IMH is called *independent* because the candidate distribution never changes, and thus *g* is independent of *zb*. The IMH may be practical when *f* is tight and has well-deﬁned boundaries. However, when *f* is complex and highly dimensional, capturing “the main features of the target distribution is most often impossible” (Robert & Casella, 2004, p. 284). An MCMC can cover a multivariate space better if the candidate distribution is able to wander, which is a feature of the next sampler.

### <h3>Example 5b: Metropolis-Hastings

<bt>In a Metropolis-Hastings (MH) sampler, the incumbent inﬂuences *g*. In Example 5a, *g* was unaffected by the previous step and remained centered on θ = 0; *g* could be expressed *g*0(*xb*) = *t*(*xb*|*df* = 3, *mean* = 0). The MH adds a location parameter to *g*: *gz*(*x*) = *g*(*xb*|*zb*) = *t*(*xb*|*df* = 3, *mean* = *zb*) and *gx*(*zb*) = *g*(*zb*|*xb*) = *t*(*zb*|*df* = 3, *mean* = *xb*). Only two procedural changes are necessary. In Stage 3a, *xb* is drawn from *gzb*, which is centered around *zb*. In Stage 3b, the acceptance variable is:<eq>

(8)
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<bt>We revisit the scenario depicted Figure 24.4, upper right panel. When *D* is the incumbent at Steps 70 and 71, the candidates are generated from a *t*3 distribution centered around *D*. When point *F* wins Step 71, *gz* will shift right, and the next candidate will be drawn from a *t*3 distribution centered around point *F*. The target distribution never moves. The candidate distribution jumps around for each *xb* and *zb* as it tries to recover a chain of points that are representative of the target.

Inferences are calculated directly from the chain’s *B* points. For instance, a multilevel model uses no explicit formula for the shrinkage from a level-one parameter toward a level-two parameter (e.g., Gelman & Hill, 2007, Equation 12.1) when estimated with an MCMC. The challenging aspect of an MCMC is getting the chain to represent *f*. Like a bootstrap, the equations for the estimates are simply summary statistics.

The MH is the oldest and most general and ﬂexible of the MCMC samplers. A seminal article by Metropolis and Ulam (1949) established the term *Monte Carlo method*. Newer MCMC samplers can be more efﬁcient, but more knowledge of the target distribution is required.

### <h3>Example 6: Gibbs Sampler

<bt>The Gibbs sampler has two important differences from the MH. The basic MH changes every dimension at once, whereas Gibbs divides the problem into substeps and jumps in only one direction at a time. Every dimension has its own candidate distribution, which leads to the second difference between Gibbs and the MH—every candidate is accepted. The candidate and target distributions are identical, which permits direct simulation from *f*. When direct simulation is possible from conditional distributions, Gibbs *can* be more efficient than the MH. If *f* has four parameters *x* = (*x*(1), *x*(2), *x*(3), *x*(4)), the Gibbs involves four substeps in every step:

<nl>*Stage 1.* Determine that the joint distribution of *f* exists (but it does not actually need to be speciﬁed).

*Stage 2.* Choose starting values for each parameter (*x*1(1), *x*1(2), *x*1(3), *x*1(4))

*Stage 3.* In each substep, draw a variables’ candidate while ﬁxing the other three variables:<eq>

(9)
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<nl>*Stage 4.* Automatically accept the multivariate candidate, *zb* = *xb* = (*xb*(1), *xb*(2), *xb*(3), *xb*(4)).</nl>

<bt>Repeat *Stages 3* and *4 for b* = *2, 3, . . .,B steps*.

<nl>*Stage 5.<bt>* Calculate any summary statistics as in Example 4a.</nl>

Stage 3 exhibits a leapfrog pattern. Variables jump one at a time, and then they stay still in the updated position until the others complete their turn. The jump for the ﬁrst variable in line, relies on the values from the previous step The jump for the second variable, relies on the current step’s value for *x*(1) but on the previous step’s value for *x*(3) and *x*(4) because they have not been updated yet. This sequence continues until the last variable is updated entirely from values from the *b*th step.
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Examples 5 and 6 have used a single chain. A recommended practice is to run at least four independent chains (e.g., Robert & Casella, 2004, Chapter 12). The algorithms are modiﬁed by running Stages 2 through 4 once for each chain. It is important that chains’ positions do not affect each other. However, the summary statistics in Stage 5 combine the chains and treat their points as one large sample.

### <h3>Metropolis within Gibbs

<bt>The Gibbs advantage can be exploited even when it is not possible to simulate directly from the joint *f*. Suppose *f*1, *f*2, and *f*3 could produce their respective candidates, but *f*4 could not. This last substep could use an MH to draw *x*(4), while *x*(1), *x*(2), and *x*(3) are temporarily ﬁxed. In fact, each substep could be replaced by a different MH. Consider a typical growth model in which each subject has three parameters; a study with 100 subjects has a target distribution with more than 300 dimensions. Robert and Casella (2010) explained the advantage:

It is most often the case that designing a Metropolis Hastings algorithm on a large-dimensional target is challenging or even impossible. The fundamental gain in using a Gibbs-like structure is that it breaks down a complex model into a large number of smaller and simpler targets, where local MH algorithms can be designed at little expense. (p. 230)

## <h2>Pragmatic MCMC Issues

<bt>Expectations for learning the MCMC method are different than those for the bootstrap and rejection sampling. For a student or researcher with a solid graduate-level statistics background (say, two or more rigorous statistics courses), we believe 1 or 2 days is a reasonable amount of time to understand the basics of bootstrap theory, program some necessary routines, and competently interpret the results for a two-factor experiment. However, learning MCMC takes more investment. Not only are the techniques more complicated—both conceptually and mathematically—but also, they are usually applied to more complex experimental designs. But their power and ﬂexibility should be obvious. With some (worthwhile) effort, readers can appreciate the capabilities of MCMC and understand applied articles containing an MCMC analysis.

### <h3>Convergence and Mixing

<bt>The MH and Gibbs are deﬁned so that *f* is guaranteed to be recovered after an inﬁnite number of steps. Most applications require fewer steps, but deciding how many are needed is somewhat subjective.

There are two milestones for an MCMC. The chains’ starting values (speciﬁed in Stage 2) are not necessarily on *f*, especially when *f* has many dimensions. It is recommended to run a chain for several hundred (or several thousand) steps during a *warm-up* or *burn-in* period; these initial points are unlikely to represent *f*, so they are discarded and not considered by the Stage 5 statistics. Several indicators can assess different aspects of convergence, and the popular indicators are explained in MCMC and contemporary Bayesian books (e.g., Carlin & Louis, 2009; Gelman et al. 2013; Gelman et al., 2020; McElreath, 2020; Robert & Casella, 2004).

After reaching the warm-up milestone, then determine how many steps are needed to adequately represent *f*. The primary concern is how well the chains continue to mix with each other and how quickly they cover *f*. Weak mixing can occur when successive points in a chain are strongly correlated or when a chain gets stuck in an isolated region of *f*, like a local maximum. One general strategy is to specify an equivalent model in which the parameters are “as independent as possible” (Robert & Casella, 2004, p. 396; for many speciﬁc strategies, see Gelman & Hill, 2007, especially Chapter 19; Gelman et al., 2020).

Failing to converge is rarely a concern for a (properly speciﬁed) model that covers a few dimensions, because computers are powerful enough to generate a chain long enough to cover *f* decisively. But their brute-force nature is not ensured to be adequate for a target distribution with hundreds of dimensions (which occurs even for modest multilevel models, because each subject has multiple individual parameters).

### <h3>MCMC Software and Resources

<bt>After running a bootstrap for 30 seconds, simulation error is usually negligible (and 1 second is adequate for most one-dimensional distributions). The duration of a nontrivial MCMC is much longer. Compared with bootstrapping, each simulation replication is less efﬁcient and most MCMC models are much more complex. Models may require several minutes of computer time to get a rough estimate and 1 hour or more before simulation error is negligible. To reduce development time, we agree with Gelman and Hill (2007, p. 345) that similar models should be run initially with non-Bayesian software that uses maximum likelihood (ML; see also Gelman et al., 2020, section 5).<fnc>17

<fn>17Although MCMC is less computationally efﬁcient, it has at least three beneﬁts over typical ML approaches. First, ML cannot incorporate prior information. Second, ML approaches ﬁx the estimates of variance parameters instead of allowing their uncertainty to inform lower level parameter estimates appropriately (Gelman & Hill, 2007, p. 345). Third, ML ﬁnds only the mode of the likelihood distribution, whereas MCMC can capture many features of the target distribution, like its mean, modes, and quantiles (Robert & Casella, 2004, Section 9.4).

<bt>Most recent Bayesian books use Stan (plus R or Julia) for their computational examples.<fnc>18 Stan’s syntax is ﬂexible and can even address frequentist models that may be impossible to run in frequentist software. It decides many technical details; for instance, the user does not need to determine the posterior distribution—only the prior and likelihood equations that ultimately deﬁne it.

<fn>18 The BUGS and JAGS programs were the community’s favorites before Stan’s release in 2012. Their strengths and weaknesses are covered in Stan Development team, 2020, ch 32; Lunn, Spiegelhalter, Thomas, & Best, 2009 and their subsequent discussion; Plummer 2017, Appendix A. Software such as SAS and Mplus have released MCMC routines, although we expect most books will continue to target the Stan syntax.

<bt>Typically, a researcher (1) manipulates the data set with R, (2) estimates the model with MCMC software (such as Stan, BUGS, or JAGS), and (3) diagnoses convergence and views the model results in R again. This workﬂow is demonstrated in most recent applied Bayesian books (e.g., Albert, 2009; Carlin & Louis, 2009; Gelman et al., 2013; Gelman et al., 2020; Gelman & Hill, 2007; Gill, 2008; McElreath, 2020a). Presently there exist a number of R packages that facilitate the use of Stan directly from R. Packages like the ‘brms’ and ‘rstanarm’ packages provide convenient “wrappers” for Stan, so that researchers can use familiar R syntax to conduct Bayesian analyses (Bürkner, 2018; Goodrich et al., 2020). The “rethinking” package, intended for use alongside *Statistical Rethinking* (McElreath, 2020a, 2020b) provides a syntax closer to actual Stan syntax. Finally, the ‘cmdstanr’ and ‘rstan’ packages provide full Stan functionality and use the full Stan syntax (Gabry & Cesnovar, 2021; Stan Development Team, 2020). For most users, there will be little difference between the ‘cmdstanr’ and ‘rstan’ packages, although ‘cmdstanr’ is slightly ahead of the ‘rstan’ package in terms of available features and tends to use a slightly more current version of the Stan program. For non-R users, a variety of similar packages are available in other programs (e.g., Python).

There exist pedagogical and performance advantages to writing a sampler for a specific model, such as the code for Examples 5 and 6. R has many functions that make MCMC development more manageable, as well as packages such as MCMCpack that handle common details automatically but allow the user to specify the exact samplers (Martin et al. 2011; Gelman & Hill, 2007, Chapter 18). Regardless of the software, we recommend starting with the simplest possible model (e.g., the sample’s grand mean) and incrementally increasing complexity (e.g., group- and subject-level covariates). Although this appears pedantic and tedious, any syntax and logic errors are more obvious when only one feature has changed. Common accidents like misspelling a variable or creating an unidentiﬁed model are easier to detect, and the overall process is less tedious.

Furthermore, an incremental approach naturally produces a sequence of nested models that can be statistically compared with one another (see Rodgers, 2010, for a modeling rationale). The complexity of the speciﬁed model should be given careful thought. As Fisher (1970) wrote,<bq>

No human mind is capable of grasping in its entirety the meaning of any considerable quantity of numerical data. The number of independent facts supplied by the data is usually far greater than the number of facts sought, and in consequence much of the information supplied by any body of actual data is irrelevant. It is the object of the statistical processes employed in the reduction of data to exclude this irrelevant information, and to isolate the whole of the relevant information contained in the data. (p. 6)</bq>

# <h1>Conclusion

<bt>Simulation methods like MCMC and the bootstrap are tools that allow an applied researcher to approach questions that cannot be addressed with conventional analytic methods. The statistical tools required of well-trained behavioral science researchers now include traditional approaches such as ANOVA and categorical data analysis, along with more recently developed strategies for multilevel latent variable models and missing data. Simulation methods support the feasibility of these approaches. They provide access to many (underlying) distributions that were previously intractable, which permits statisticians to specify models that are more appropriate to their research goals.
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num**<tbt>**

|  |  |  |
| --- | --- | --- |
| **<tbcol>Bootstrap index** | **<tbcol>Bootstrapped sample (Stage 3)** | **<tbcol>Bootstrapped statistic (Stage 4)<tb>** |
| 1 | 4, 4, 50, 10, 50 | MD\*1 = 10 |
| 2 | 10, 80, 10, 50, 80 | MD\*2 = 50 |
| 3 | 50, 4, 4, 1, 80 | MD\*3 = 4 |
| . . . |  |  |
| 9,998 | 1, 4, 10, 50, 80 | MD\*9998 = 10 |
| 9,999 | 4, 4, 4, 4, 50 | MD\*9999 = 4 |