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Motivation

An overview of the current MIT-DMS communication system is contained in this
document. The system is intended to handle all of the common uses of a message
handling system, as well as to provide a powerful base for more sophisticated
uses. This memo describes the underlying design philosophy of the system. It
presents the cuncaﬁt of a message as a collection of named attributes, and the
data accessing and processing model used implement the current system. Included
is a description of the model of access primitives for a message data base, and a
description of the capabilities which can be implemented in a message system
based on the model. Details of the actual implementation are found in the

references.
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I. Introduction

I.1. Scope of System

This document is intended to summarize the organization and philosophy
involved in a communication facility suited for network use. This facility was
developed both to provide a powerful message handling system to a community of
users, and, more importantly, to formulate a model of the structure of a message
handling system to support construction of sophisticated message processing
environments.

The logical structure of the system, which is more useful in evaluating complex
systems, is described here instead of the details of the implementation. Details of
the current implementation and use are to be found in the references. The
system is designed to function in an environment such as the ARPANET provides, a
network of server computers linked by medium-bandwidth communication lines.
The users of such a network are assumed to have one or a few primary sites
where they may maintain message bins for receipt of messages. Users of the
system are not restricted to be people; processes can easily use the system to
communicate, especially since the messages are maintained in a structured,
machine-readable format at all times. The types of messages handled can range
from short notes to large formal documents. Such considerations affect the design

of the various processes involved, and the architecture of the processing facilities
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themselves. The messages are, however, intended to be not to be necessarily
handled in a ’real-time’ manner, as would be needed for teleconferencing and
similar applications. Transmission times can range from seconds to minutes,
depending on the load of systems involved, etc.

The system as it is commonly used may be viewed as composed of two
logically distinct parts. One of these is the user interface, which is inherently
interactive. The other is a background processing facility, to which users may
assign some or all of the processing associated with a message, to be done by an
’absentee’ process. Generally, all non-interactive processing is delegated to the
background facility, permitting the user to resume other tasks. The foundation for
both parts is a data base and asscciated accessing primitives, which are used by
all functions to perform a task for a message, as well as by the daemon’s
background scheduler, which handles applying processes to messages in an
.absentae job.

This memo concentrates mainly on a description of the data base and daemon
processing facilities, with only a short description of the characteristics of the
interactive parts of the system. Further details on the user interface can be

found in the references.
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I1.2. Data Base Model of a Message

In communications between humans as well as between processes, it is often
useful to think of a message as a structured object, composed of a collection of
attributes of some abstract entity which is the message. For example, some
attributes of a message are its text, addressees, author, time written, time
delivered, subject, etc. The facility developed during this project is based on the
concept of handling of a message as a collection of attributes, whose identity is
maintained during the entire handling process, instead of the simpler model of a
body of text which is delivered to a list of people. The attributes of a message
are identified by a mnaemonic name. In all documentation concerning the system,

the value of some attribute is referred to as a ’field’ of a message, e.g. the text

field.

The treatment of a message as such a structure facilitates the construction of
message-handling systems which are in some sense intelligent, since the data
defining the message is easily kept in a machine-processable format.

This organization enables independent functions to be created to perform
various operations on a message without interference, since they can use a
private set of fields te contain needed data. Functions can be written to
communicate using mutually-known fields. In fact, the standard sequence of

operations to handle transmission and delivery of messages in the ’normal’ fashion
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is implemented as a set of such cooperating functions. Handling and storage of
messages in this structured form, and adherence to the philosophy of organization
of message-handling facilities as a set of co-operating processes enables the
message facility to provide a number of powerful operations which the author and
receivers of a message can apply or which they can cause the daemon to apply
for them.

In summary, the system can be viewed as consisting mainly of a data base
manager, which handles objects consisting of sets of named fields, a set of
functions, which operate on those objects to accomplish some operation, and a
scheduler for such functions, which handles applying them to indicated messages in

a background job for an absentee user.

1.3. Functions and the Scheduler

Virtually all operations which are done to a message are performed by a
function. Functions are written to conform to a few simple rules for operation,
such as always accessing message fields using the supplied data-accessing
package. Functions may be applied to a message as part of some interactive
request, or they may be automatically applied by the daemon scheduler at the
request of some user, which is the mare common occurrence.

The scheduler includes the capability to apply functions to particular messages

after a specified point in the future. The protocol used by the scheduler to apply
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functions to a message also includes the ability for a function to indicate that it
has ’failed’ in a temporary fashion, i.e, if tried later it may be successful. The
scheduler in such instances automatically retries the function at intervals until it
succeeds or a pr.adafinnd number of attempts fail.

The scheduler protocol includes an error-handling facility, which provides for
sending a message to the owner of a message when a function returns a fatal
failure indication. Such a message is composed by the scheduler, using a default
error analyzer, or optionally one written specifically to analyze errors in the
particular function. In addition, the analyzers for current functions are capable of
detecting and reporting probable bugs to the maintainer of the communication
system.

The particular functions which have been written in this environment handle

message communication, but such a restriction is not inherent in the structure.

1.4. Control of Functions by Message Users

Because the individual attributes of a message are separable, and remain
computer-processable throughout the message’s lifetime, essentially any
algorithmic, or even heuristic, operation can be implemented to process a
message, at any point in its travels. The model which has been developed, and
the resulting implementation, provide at least two places in the normal message

handling where such control can occur, one which handles operations for the
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author, and another for the receiver. These places occur where a particular
function is applied which interprets a set of instructions obtained from a message
field. The instructions constitute a program which is executed by the interpreter
function te accomplish whatever the associated user has programmed. This facility
essentially provides a means for individual users of the message system to tailor
its operation according to their own personal desires.

Generally the user of a message will have his personal program simply select
and schedule some standard functions to be applied to his message. The facility is
extensible however, in that any user may write a function, conforming to the
defined protocol, place it in the program library, and direct the scheduler to apply
it to the message. In this manner, highly personalized functions may be added to
the system in a non-disruptive fashion, since no existing software needs to be
changed.

Often a recipient of a particular message desires some action to occur as a
result of that message’s arrival. In conventional message systems, the user must
actually read a message and manually initiate whatever operation is desired. This
can involve operations as simple as printing the message on a line-printer to any
number of more complex decisions such as forwarding the message to other
interested parties. In the model of the message facility, the other control point,
where the receiver of the message can specify processing to occur, is triggered

when a message arrives for the specified receiver. This is accomplished by
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including in the set of normal functions which are applied during handling of an
incoming message a function which interprets instructions obtained from a standard
field This enables a receiver to cause action to occur as a result of an incoming
message immediately on its arrival, which may be long before he actually reads it.
Since the message is structured, the instructions can examine the message
components and make decisions based on the contents. This facility provides an
environment where a user with a message bin can effectively have a personalized
process running at all times, waiting for messages; such a daemon resides in the
instructions which are provided for action to be done on arrival of a message.

This structure also enables a similar function, to which the author supplies
instructions via a message field, to be applied whenever he creates a message.
For example, this would permit construction of a powerful office environment as a
collection of functions, where the various functions could perform such tasks as
spelling correction, formatting of the message, and coordination before the actual
transmission, helding up the message and informing the author only if an error
occurs. In addition, it enables the author to set up a personalized environment for
his messages, which can be ’intelligent’ in some sense. The function can be used to
tailor the contents and handling of individual messages according to any criteria
which are programmable. For example, a fairly complex function could examine
the text of the message, and add entries to the distribution list depending on the

contents. Arbitrarily complicated processes can be imagined, such as ones which
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perform different functions depending on the day of the week, urgency of the

message, etc.

L.5. Timing of Functions

The daemon’s scheduler implements a facility for specifying that a function be
applied to the message at some specific point in thai future. The scheduler
attempts to apply the message at the stated time. This capability is used to
implement various actions which require such memory. Several example uses of
this capability follow.

The author of a message often would like to be informed of the su-'.;cass or
failure of delivery of his message. He may, for example, want to be informed if
one or more addressees have not received the message by a certain time, or
have not actually read it by some time. This facility is implemented by a function
which schedules itself to run at the next critical time, to check if the author
should be informed that some event has, or has not, occurred. The function is
general in scope. It operates with attributes of the message called "conditions’
and can maintain a table for each addressee of action to take when a condition
occurs, or if it has not occurred by some specified time. Several conditions are
currently used, among them ’'delivery’ and ’reading’. Implementation of such
capabilities depends on the ability to schedule processes to be run at specific

timeas in the future or on occurrence of event associated with a condition. The
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former is handled by the time specifications of the scheduler, and the latter is
obtained by an interrupt-like facility which is part of the function application
protocol.

Especially in operation in a network environment, a message system should
handle as much of the tedium of getting the message through to the receiver as
possible. For example, this includes handling messages intended for a site which is
currently unavailable. The author of a message should not be required to wait
while a message is transmitted, or be forced to retry manually if the receiver’s
site is unavailable, but rather should be capable of specifying how a message
should be handled, and have the daemon keep trying to get the message through
to the receiver. This capability is also handled by the delivery function’s ability
to reschedule itself to run later, and to keep data in private message fields to use
as a history of its attempts, so that it has the ability to *give up’ if matters appear
hopeless, generating an error which the standard mechanisms will report to the
owner of the message. This capability is also a result of the architecture of the

data base accessing primitives and background process scheduler, described in

detail later.
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Il. Data Base Model of a Message

I1.1. Message as a Set of Fields

The message data base contains a set of objects called messages, which have
attributes identified by names, e.g. text, to, blind, carbon-copy, from, etc. The
value of any attribute is referred to as the contents of the relevant field of the
message in some user's area. [he data base's operational characteristics are
defined by the set of accessing primitives supplied to users of the data base.
The most common users are the communication daemon itself, processes which the
daemon applies to a message on some user’s behalf, and various interactive
processes such as the Reader, Composer, elc.

All users of a message have an assigned area of the message in which they
can read and write data in fields. Each area is accessed by specifying the name
of the related user. Each receiver of a message is a user, who accesses his area
by specifying his name, and the author of the message is a user, who accesses his
area by the special "empty’ name. A user can be both the author and receiver of a
message, with different associated areas, using this convention. In general,
different user areas are completely independent; the -aama field may contain
different values, depending on whose area it is obtained from. This enables use
of fields such as ‘when-delivered’, which can be different for the various

receivers. The number of fields which a message can contain is not limited.
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Functions can be designed to use fields in their operation which did not previously
exist, and which will exist only for messages which utilize the particular function.
There is, however, no protection from naming conflicts between functions, but this
has not proven to be a problem, since most functions must be approved for public
use within the daemon, at which point conflicts can be resolved. Personal

functions can easily be written to use names based on the person using them in a

unique manner.
I11.2. Sharing of Data among Users

In general, any specific user of a message can only access the fields in his
personal area. A provision for controlled data sharing is included, to permit
receivers to access selected fields from the author’s area, to obtain the delivery
time, for axample, and vice-versa, to obtain the text, for example. Such access is
controlled for purposes of privacy. In each user’s area is a field which controls
access to his area from external users.

The effect of the sharing mechanism is to create for each user of a message a
pseudo-area which is composed of the user’s own area plus selected parts of one
or more other areas. The author sees the message as containing his own area,
plus one area for each receiver, containing fields to which the receiver has
permitted access. Each receiver of the message sees a message data base which

contains two areas, his own and parts of the author’s area. The area, however,
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contains only those fields from the author’s area which have been specified in the
author’s access control field as being available to the particular receiver.

The author has complete control over everything in his area. He is, for
example, the only one who can change any item in his area, such as the text. In
addition, he can selectively enable addressees to read specified fields of his area,
such as the text. Such fields appear to the addressee as if they were really
contained in the addressee’s area. The only way an addressee can read the value
of an attribute of a message stored in the author area is if the author gives him
access to it. An attribute called 'notes’, for example, where an author stores
personal reminders related to the message, could be made inaccessible to any
particular addressee.

Conversely, the individual receiver’s areas could contain items such as the time
delivered, personal notes about their comments on the message, etc. Access to
these fields is totally controlled by the receivers, who can specify which fields the
author is permitted to examine. The author cannot change any receiver’s fields
with the data accessing primitives. The author sees the message data base as
containing several areas. However, the various receiver's areas will appear to
contain only fields to which the author is permitted access. The capability of an
author modifying a receiver’s area is embedded only in an internal daemon process

which actually handles the creation of the receiver areas when the message is

sent.

DRAFT I.2 Message Model



PTDD 17 SYS.16.00

From each receiver’s viewpoint, the message initially consists of a set of
attributes such as the time delivered, which the message transmission function
automatically generates, and also all attributes which the author has permitted him
to access. These fields are virtually in the receiver's area, i.e. he accesses them
by requesting the given field from his own area, instead of the author’s. These
fields will appear to have the value which the author specified for the particular
addressee, but they are inherently read-only fields. If the receiver writes data
into the field, it will be written into his own area, overriding the value from the
author’s area. This capability is useful to override such fields as ones containing
specifications of output formats to be used, when the individual receiver does not
want the author’s recommended specification to be used. For example,
transmission of graphics -information may include a field from the author area
specifying a format of output which is unavailable or undesirable for a particular
receiver, who can override the author’s specifications by writing his own value
into the field.

The receiver’s area is automatically created when a message arrives. Note
that the attributes passed through by the author are not necessarily copied into
the receiver’s data base, but are obtained from the author’s area by the data
accessing primitives. This can be of significant practical importance when large
messages are handled involving many addressees. The data base accessing is

handled in a way that permits receivers to read such attributes as if they were in
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the receiver’s data area, when they are actually being retrieved for all receivers
from the author area.

The receiver can create attributes at any time for an existing message.
Generally this would be done by some function which the receiver has caused to
be applied to the message, or by issuing a command while using the reader
subsystem. This enables him, for example, to examine the message, compose a
reply, and store the identity of the reply message in the received message area,
for use in later information retrieval. He could also, for example, compose notes

and ideas as he reads-the message, and store them as an attribute of the message

for later retrieval.
I1.3. Data Field Defaulting

Many of the fields of a message are used to supply instructions to the various
functions to control their operation. For example, the delivery function accesses a
field to obtain a specification of where to output a message, what fields to output,
and the format of output to use for each fiaici‘: The addressee expansion function,
which maps names of groups of addressees into the equivalent lists of individuals,
uses a field to obtain a list of data bases to use in its processing, and so on.

Inclusion of such fields in every message would be prohibitively expensive, since

some of the fields contain large amounts of data, and often they are identical for

many messages.
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The data accessing primitives implement a search scheme for fields, which
permits maintenance of sets of values to be used for each field as defaults, if no
such field exists in the individual message being processed. Such a collection of
defaults is termed a “tailor data base’, since it is used to tailor the various
processes of the system to individual user’s preferences. The data accessing
primitives use the library system to obtain the data base for the user currently
being processed. Whenever a field is requested which is not in the message area
itself for that user, the user’s tailor data base is scanned to see if a default value
is provided.

In the case of a receiver’s area, the data accessing process continues, if the
field does not exist in the user’s area or tailor data base, and examines the
author’s area of the message. |f the specified field is not found there, the
author’s tailor data base is scanned.

The last resort, in all cases, is to examine the ’system’ tailor data base. The
common specifications for the various handling processes is contained in this data
base. The normal characteristics of the various processes are controlled by the
values of the relevant fields in the system tailor data base, instead of being hard-

wired into the code. In this manner, the default characteristics are easily modified.
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Il.4. Multi-valued Data fields

The data base accessing primitives allow for multiple-valued attributes in the
author’s area. One or more fields of the message may be set up by the author to
appear to have different contents depending on which receiver is reading it. This
is useful for such data as carbon-copy lists, comments, etc. In the case of a
comments field, for example, the author could store notes personalized to the
individual addressees. The individual receivers see only the value specified for
them.

This facility is totally contained in the data accessing primitives, which handle
selection of the appropriate value for such a field when a request to read is

being performed for some receiver of the message in the author’s area.

IIl. Structure of Daemon Processor
II1.1. General Organization

The architecture of the communication facility was determined by several basic
design goals. First, the system was meant to be easily usable by both human
users and processes. Second, the user should not be required to wait needlessly

while the message transmission was accomplished; only processing to support
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interactive facilities, such as editting the text of a message, needs to be done
while the user waits. Third, the system should be capable of being "programmed"
to a large extent. Users can set up their particular entries in the data base to
control how the message system behaves for them, both as authors and recipients
of messages. This is especially valuable for experimentation purposes.

The communication facility can be logically divided into two distinct cooperating
parts, the background processing facility with its various functions, and the user
interface.

The first part is composed of the daemon background scheduler, which applies
various functions to a message at specified times. The customary operation of
sending of a message is accomplished by the sequential application of these
functions to the message; this is generally handled by the daemon, but can be
done while the user waits, if he desires.

The user interface is comprised of a composer, reader, and information
retrieval system, in a single uniform environment. This part is generally used only
by human users; functions presumably do not need the facilities provided, or, if
they do, the function can implement the required operation itself, or, more
commonly, call the same subroutines which the interactive processes call from the
system library.

The interactive systems communicate with the daemon facility via the message

data base accessing primitives, as well as several mutually-recognized files.
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II1.2. Daemon Organization

The communication daemon (referred to as "the daemon™ from now on)
generally handles virtually all of the non-interactive processing involved in
processing a message. It accesses the message data base through the standard
data accessing primitives. In addition, it maintains a data base of messages
needing processing, to facilitate scheduling of functions at requested times. It also
walches for the existence of various ‘request’ files, generally created by other
jobs, which contain ﬁpncificatiuns of new messages to be created, new processing
to schedule, etc.

The daemon operates as a system background job. It has the ability to specify
to the operating system when it should be run next. Normally, the daemon
schedules itself to be run at the next time it has a message needing some action,
or every few hours, to scan for possible input files which have been created in
the interim. In addition, processes which create such input files may signal the
operating system to run the daemon immediately, to handle high-priority requests.

The foundation of the daemon is the scheduler, which is responsible for running
of the requested functions for various messages as soon as possible after the
time specified. To accomplish this it maintains a data base of messages needing
action, and the earliest time specified for any of the future actions. The message
itself is used as repository for the detailed information about the processes to be

run, in a standard set of fields reserved for that purpose.
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IIl.3. Data Base Access Protocol

The daemon, like all jobs in the message handling system, accesses messages
via the standard data base primitives. The basic unit record of information used
in the communication system is the message. The data accessing primitives are
designed to operate on only one message at a time. Associated with each
message, throughout the system processes, is a lock, which the data accessing
primitives attempt to lock before accessing any message. The lock can be soft-
locked, in which case the data accessing functions are inherently read-only. More
commonly, a message’s lock may be hard-locked, in which case the data accessing
primitives can both read and write fields of the message. The operating system
assures that only one job may have a message hard-locked at any time, while any
number of jobs may soft-lock a message.

Generally, a job wishing to process a message, such as the daemon's scheduler,
tries to hard-lock the associated lock, and if successful, does its work and unlocks
the lock. The data accessing primitives are set up so that changes to a message
do not actually get permanently recorded until the unlocking operation is
accomplished. This manner of operation insures that a message will not be left in
an inconsistent state, since application of functions to a message is effectively an
atomic operation, i.e, either it finishes completely, or nothing is done.

The scheduler attempts to lock a message when the time arrives at which it
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remembers a function is scheduled to be run. |If the locking is unsuccessful,
possibly because another job is accessing the message, the daemon reschedules
another attempt for some time in the future. If the locking succeeds, the daemon
examines the various message fields which contain specifications of which
functions to apply, applies the functions, and then checks to see when the next
function is scheduled. The scheduler’s data base is then updated to indicate when
this message should be handled again, the message is unlocked, and the daemon
goes on to its next task.

This method of operation virtually assures against inconsistency in the data
bases, or loss of messages due to crashes. Since the message or the daemon’s
scheduler data base is not updated until the processing is complete, a crash at
any point will at worst cause some function(s) to be repeated partially. This
should be taken into account when functions are written to run under the

daemon’s scheduler.
I11.4. Function Application Conventions

Functions which are written to be run by the daemon scheduler must conform
to a simple protocol.

To access a message, they must use the standard data accessing primitives.
When they are applied, a message will already have been hard-locked by the

daemon. The function must work only with that message, and return with it still
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locked, so that the daemon may update the various function control fields of the
message. The same conventions are followed by programs, such as the composer,
which run as user jobs.

The function must be written in such a fashion that it is resumable. If the
daemon or system crashes during the processing, and the function is reapplied
later, it should be able to recover gracefully. Generally this means that the
function must not do things like deleting files, etc. which may be needed for a
successful later application of the function.

If the function decides that it should run later, it can either return an error
code indicating that a non-fatal error has occurred, or, optionally, explicitly
schedule itself for some future time, and perform a successful return. In the
latter case, the function must be carefully written to avoid infinite repetition if
the error is never corrected. In the case where an error code is returned, the
function will be prevented from running by the scheduler, after a number of
unsuccessful tries.

In most cases, an error analyzer should be written to be used by the daemon
in deciding whether error codes are fatal or non-fatal, and in composing a message
to send to the owner of a message when a function fails completely.

The function, since it runs within a daemon performing tasks for many users,
should be reasonably friendly about limiting its run-time, avoiding creation of fatal

conditions within the job, etc. Most functions will probably have to be *approved’
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by the system maintainer before they are permitted to be run by the daemon
scheduler.

These restrictions have proved in practice to be relatively painless in
programming the various functions available now within the communicaion system.
In fact, by limiting the possible external interactions between the function and the

outside world, a more reliable and modular system has been obtained.
II1.5. Message Conditions and Signalling

The previous sections describe how a function may explicitly schedule another
function, or itself, to run at a specific time. In the case of several capabilities
which are desired in a sophisticated message handling system, it is necessary to
provide a mechanism for running a function when some condition occurs. For
example, a function which is intended to report that a message has been delivered
to some addressee should be run when the delivery process succeeds for that
addressee. In general, there may be several processes which should be run when
something happens.

The mechanism which is used to handle these cases strongly resembles a
standard interrupt facility such as exists in many programming languages.
Processes which cause some state of events to occur can inform whoever is
interested by using a system primitive called signalling. Conditions are identified

by mnaemonic names. For example, when the delivery process is successful, it
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signals that the condition 'delivery’ exists for the message. Any function which
desired to run again on occurrence of a condition specifies the condition to the
daemon scheduler system, using a supplied primitive. Whenever any condition
occurs, the functions which have requested to be signalled are added to the
related message’s queue of functions to be applied.

This facility completes the symmetry of scheduling capabilities in the daemon.
The author of a message can cause processing to begin for an addressee by
running the transmission function, which is the only function runnable by an author
and capable of scheduling actions for a receiver. Any user can, of course,
schedule functions for his own area. The signalling facility enables a receiver of a

message to cause functions to be scheduled for the author.

I11.6. File Input to the Daemon

The majority of programs interfacing to the communication system use the
standard data accessing primitives to modify message fields. An alternative input
path is provided for additional flexibility, and to enable programs not resident in
the MUDDLE environment to use the communication system facilities.

The daemon supports a file=input path, which treats files of publicized names
as command files for the daemon. The most common use of such files is to create
a new message, and schedule some functions to be applied to it, usually to

accomplish the normal sending of the message. The file input syntax supports
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creation of new messages, writing of data into fields, and scheduling of functions
to be applied to the message. The functions available are operationally identical
to those provided in the data accessing and scheduling primitives available in the
normal programming environment, and in fact are implemented by an interface
between the file parser and those primitives. Qbviously only write-type
operations can be supported in this fashion, but these are the most common
functions needed to cause the system to perform some action.

Commands are not restricted to new messages. The input file can specify an
existing message and user to be accessed, and the daemon will automatically keep
trying to lock the specified message and, when successful, carry out the
commands.

In addition, the file input path provides an escape hatch for interactive
processes which desire to modify some message which is currently locked by
another job. In this case, the process can simply write out an appropriate
command file, to be handled by the daemon later.

The file input syntax and repertoire represent a rudimentary beginning of the
definition of a standard protocol for communication between multiple instances of
daemons, probably at different network sites, to handle messages in a structured

fashion, and support process scheduling, on a multi-site basis.
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IV. Interactive Systems
IV.1. Introduction

This chapter is intended to give the flavor of facilities provided by the user
interface parts of the communication system. The references contain more
complete descriptions of the exact structure of the interface, and repertoire of
capabilities installed within it.

The interactive parts of the system are intended for use by humans to handle
messages to other humans or processes. It serves to provide an environment for
reading, writing and editting messages, specifying how a message is to be handled,
and sending messages. Additionally, commands are provided to read incoming
messages, reply to them, and examine the data base of all past messages which
the user has sent or received. The commands are available simultaneously, which
provides an environment in which a user can read a message, look up some old
message in his data base, send a reply to the message, forward it, compose a new
message, elc, in any order.

The system also provides commands to enable the user to set up his own
personalizing specifications in the daemon’s data bases, to cause it to handle his
messages as he wishes. Additionally, it contains commands to query the status of
messages previcusly sent, to determine if they were delivered, for example, or to
retrieve information about them for use in composing a new message (e.g. a reply
to a reply concerning the message).
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IV.2, Composer

The composer commands implement facilities useful when creating a message.
Individual fields of a message, such as the text, addressee list, subject, etc. may
be input, examined, or editted at any time, in any order. Various editting facilities
are provided, including a capability for editting field contents, such as the text,
using one of several standard system text editors. The message is finalized and
sent when the "send’ command is issued. If the user specifies that the message
be saved in his data base, he can later retrieve the message, edit its fields, and
resend or refile it, for example. This permits a facility for a recipient to add his
own keywords or to cause the message to be filed under a portfolic name of his
own choosing, for example, to be accessed in the future using the information
system commands.

The composer can also, through an interface to the user’s data base, retrieve
messages which he has received, so that he may edit and resend them, to provide

a forwarding facility.

IV.3. Reader

The reader commands are intended for interactive use by humans to examine
and act on the messages they have received. It provides indexing facilities for

categorizing messages according to their urgency, author, etc., and commands to
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specify how to dispose of the messages. The daemon provides several basic
processing capabilities which the reader can trigger, such as printer output, file
output, etc, which are provided as reader commands. Additionally the reader
system keeps track of the status of each message, so that the user can inquire at
any time to find out what messages are still pending, need replies, etc.

The reader and composer commands are logically distinct, but they are
generally used concurrently, possibly in conjunction with the information retrieval
system facilities also. The interface between the three is sufficiently powerful

that a user can treat the entire system as a single communication handling system,

instead of separate programs.
IV.4. Information Retrieval System

The information retrieval commands form a generalized data base interrogation
system, which is not strictly a part of the communication facility, but which was
developed separately for use in subroutine library systems. It has been
interfaced to the communication system however, so that messages can now be
entered into one or more data bases, and the retrieval system commands used to
examine the messages contained. For example, a user may have all of his
received mail placed in such a data base automatically, so that he can, at any time,
examine old messages, sort them according to author, etc. A smart personal

function specification could easily control which of many data bases a given
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message was inserted into based on the subject, keywords, or anything else it can
examine when applied to a new incoming message.

A user would typically use the information system commands to search his data
base for a specific message, and then use the composer commands to retrieve
that message for editting and resending.

The three interactive cumbnnents are usable simultaneously, so that the user
can easily use functions of any system without inconvenience. This would permit,
for example, a user to read his mail, retrieve a message to which he has just

received a reply, and refer to it as he composes a new message to reply to the

ane just received.
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