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# 1. Introduction

This document describes the principles, design and implementation guidelines for the PERRINN application. It is intended as a reference for developers and administrators of the application suite.

## 1.1 Application Concepts

The PERRINN application is a distributed workflow/coordination/collaboration tool for management of large-scale projects which can have a widely distributed team make up.

There are three main component groups for the application suite; data storage, processing and client presentation.

# 2. Design Principles

This section of the document details the underlying design decisions and requirements which need to be taken into consideration. It should be read by developers prior to commencing work so they can be familiar with not only the technical decisions, but business and design drivers behind the project.

## 2.1 Never Risk Data

At no time is the loss or compromise of data an acceptable risk. Because of the distributed nature of the application platform, there are many potential situations where data could be lost or exposed. The following guidelines will assist in design choices:

### 2.1.1 Design for failure

Service components can, and will fail. The solution architecture provides for fail-over and recovery of each component of the system (except for an end-user’s device). This ensures that data at rest is protected from loss resulting from an application or storage failure. If required, the application is capable of being scaled to multiple geographic regions to provide additional resilience as well as performance.

Data in flight must be protected. Any transaction must return a success or failure condition. The calling component must silently retry the operation wherever possible, not requiring user intervention. In the worst-case scenario, the user can be prompted to re-enter the information later, or queue the request. For real-time functions, queuing might not be a viable option, and in these cases, the option is not presented.

If no confirmation of a transaction is received, the data must be considered “in-flight”. Where a reliable queue mechanism is available (such as MQTT or SQS), acknowledgement of the queue submission will dismiss the “in-flight” status.

### 2.1.2 Application Impact

At all times, back-end services will present a consistent API set to the client. Client developers do not need to participate in recover operations, unless a transaction is not confirmed. In this case, the application simply needs to retry the operation.

## 2.2 Design for Scale

The application suite is designed to operate at a large scale, but to manage the operating costs, extensive use is made of scalable compute architectures such as Amazon Elastic Compute (EC2) or Azure App Services. These solutions will automatically add and remove compute resources as workload requires, as well as load balance network activities across multiple compute resources.

### 2.2.1 Application Impact

The application developer does not need to be directly concerned with the back-end infrastructure, other than to only ever use a published endpoint for access**. Under no circumstances should a host name of a back-end service be used directly by the client application**. Rather, a series of public API endpoints (https://api.perrinnapp.net) are used for access. This abstracts the client application from the scaling and availability functions. All requests are made to the public endpoint.

### 2.2.2 Server Impact

Service nodes must be stateless. No local data storage is provided, and server developers should assume the local filesystem to be ephemeral, or better still, read-only. Data storage is broken into two services, database and object. Objects are images and related file-type objects which cannot readily be stored within a database table. Objects are long-lived, and generally do not change once written. Frequently updated data should wherever possible be stored in a database which is external to the service node.

Commit data and objects as early as practical in their lifetime to minimise risk of losing uncommitted data

#### 2.2.2.1 Configuration

Server developers shall assume that the configuration of a service node will not change throughout the lifespan of that particular node, but that the configuration may in fact differ from node to node at any point in time. As such, storage locations, database connections should be retrieved at initialisation, and may be held in memory throughout the application instance lifetime. Developers must not assume paths or connections, but must retrieve this information from the service nodes application configuration data.

#### 2.2.2.2 Startup and Shutdown

The service nodes will be created and destroyed as required by the hosting environment. Upon receiving a shutdown event, any outstanding transactions must be committed, queued externally or aborted. No transaction[[1]](#footnote-1) is to be left in an unacknowledged state.

## 2.3 Return a meaningful status

If an operation cannot be completed by a service node, the error returned to the client application will allow the application to determine what action to take next. For example, the JSON-formatted return for the failure of a database update could contain:

{

“FinalStateCode”: “1”,

“FinalStateText”: “Failed to update database”,

“ErrorCode”: “50”,

“ErrorText”: “Connection Refused”

}

Application developers should not return cryptic or internal messages to end users. A message such as *“The data could not be saved on the server”* is appropriate.

## 2.4 Keep Operations Atomic

Data is less at risk if the transaction cycle is kept atomic. That is, if a record is to be updated, either all the affected fields are updated in the same transaction, or none are.

## 2.5 This is a Client-Driven Process

While the use of “push” services is a possibility, data operations are driven by the client. The service nodes cannot send unrequested traffic to a client. There are two reasons behind this.

Firstly, the application is intended to be used with a largely mobile client fleet. Network addressing cannot be assumed to be reliable as client devices will roam to different network locations, and will be assigned different network addresses from time to time.

Secondly, if the client application is not expecting unsolicited communications from back-end services, there is a reduced likelihood of spoofing contact.

## 2.6 Encrypt Everything

Unless noted in this document, no data is to be transmitted or stored in an unencrypted form. It is not technically feasible (at the time of writing) to encrypt data which is process memory, so in-memory structures will not be encrypted. The following table indicates the required encryption techniques for each component:

|  |  |  |  |
| --- | --- | --- | --- |
| Component | Data | Encryption Technology | Comments |
| App Client | Credentials | Host-based crypto library, AES512 or similar | This data includes user ID and related logon information, which must be stored on the device to allow it to authenticate. |
| App Client | Persistent Data | Host-based crypto library, AES512 or similar | Card data, images, etc. stored on local media |
| App Client | Server Communication | Use https communications only | All network communications is encrypted |
| Database | All Data | Server-based encryption of table data | This is performed ONLY if the operation is transparent to the server application code. |
| Database | Disk Storage | Host-based transparent encryption at rest | If a snapshot is extracted, it cannot be recovered without the encryption keys. This method is preferable to the Table encryption. |
| Object Store | All Data | Encrypted at rest | Prevents data from being copied out of object storage for use elsewhere. |
| Compute Units | Disc Storage | Encrypted at rest | Disc images or physical drives as appropriate are encrypted below the operating system. |
| Snapshot/Backup data | All | Encrypted at rest | Prevents unauthorised recovery |
| Web Server | All | Use https only |  |
| Management Data | All | Use ssl or similar for management access |  |
| Log Data | All | When transmitting log data to analysis/monitoring systems, data must be encrypted in transit |  |

# 3. Service Architecture

This section details the functional components and roles in the back-end services.

## 3.1 Entities

An entity is a logical identifier for a user, group or organisation. An entity is assigned a GUID (Globally Unique ID) when it is created. This GUID is randomly generated, is statistically unlikely to ever be duplicated, and cannot be changed after creation. The Entity GUID is the key to referencing any entity in the system.

Because the entity GUID is essentially a complex random value, it is not easily predicted and makes the system less prone to credential guessing.

## 3.2 Object Store

The object store is used to store large, long-lived data objects such as images, audio and video. This data is generally “Write Once, Read Many” in nature, and is usually best not stored within a database, because of the performance impacts on the database services caused by large streams of data.

### 3.2.1 Logical Storage

Data is stored in an ordered tree structure based on the object owner. Every object in the application data space is stored based on its owner. A directory is created in the Object Store the first time that an entity requires object storage.

### 3.2.2 Storage Naming

When saved to the Object Store, a GUID is assigned to the object to be saved. The original name is stored in the relevant object database table, but not in the file system of the Object Store itself. This eliminates name collisions which could occur over time.

### 3.2.3 Storage Limits

The architecture does not pose any limits on the number or size of objects which may be stored in the object store. Account management processes (such as membership levels) may assign limits as required, but these are implemented in software.

The only limits imposed are those of the underlying filesystem and operating system(s).

### 3.2.4 Object Storage Resilience

Over the lifetime of the application, very large amounts of data will need to be stored in the Object Store, and most of it cannot easily be recreated.

This means that the underlying storage mechanism must ensure that data is replicated and universally presented to the application servers regardless of how and where it is physically stored.

### 3.2.5 Object Store Security

All files in the object store must be accessibly by the application servers regardless of location. The application services are responsible for security and access control. It is reliant on the application service developers to prevent unauthorised access to objects.

All objects in the Object Store are to be encrypted by the underlying system to prevent unauthorised access. Encryption keys will be managed by the application management team.

### 3.2.6 Access Permissions

The permission structure in the Object Store, managed by the application server is modelled on the Unix permissions model. There are two access types, Read (R) and Write (W). These access types are assigned to: Owner (O), Primary Group (G) and Public (P).

Where this differs from the Unix model is that a group (team) can be an entity on its own. Therefore, if the group requests the file be stored in the Object Store, the team GUID is the owner of the object. It will have no primary group.

### 3.2.7 Archiving

As with any service, some users will drop off over time. A process is required to archive this data when it is no longer used. An object may be marked as “archived” at any point, and this allows the underlying storage infrastructure to move this object to near-line storage. If required it will need to be recovered, which is a time-consuming, and potentially costly process.

## 3.3 Data Storage

Because the data being managed by the application suite is structured in nature, a conventional SQL-compliant Database environment is used for record storage.

Client developers do not need to be concerned with the actual table structure as this is abstracted by the application service. This allows changes to be made in the underlying platform with minimal (if any) impact on the client applications.

### 3.3.1 Database Platform

The Application Servers will be coded to use Generic JDBC functionality, which will allow for different database platforms to be used. For the production deployment, MySQL Server is the database platform.

For development purposes, developers can also use H2 database as an in-memory system, which means the solution can be prototyped in a single workstation.

### 3.3.2 Database Schema

The current database schema is available from the source code repository. This is located on GitHub at:

https://github.com/PERRINN/app-data

### 3.3.3 Schema Versioning

Once the application reaches production, the schema will be assigned a version (“n”). No schema change will be implemented that would cause an application relying on schema version n-2 to fail.

Data in rows at version older than n-2 may be moved or archived.

### 3.3.4 Database Security

Database access is only allowed by network rules to computers which are part of:

* The application server cluster
* A database administrator

Access to the data itself is based on user-id/password pairs. The exact method is implementation-specific.

Data stored in the database shall be encrypted in at least one of the two following ways:

* All storage encrypted by the underlying storage system or operating system
* Encryption at a row level in the database.

Encryption at a storage level is preferred since the impact on the system is expected to be lower.

If row-level encryption is implemented, this must be done in such a way as to be transparent to the application services. The only intervention required by the application will be a key exchange at application start-up.

### 3.3.5 Database Resilience

The database is critical to the operation of the entire application stack. It will be implemented in such a way which provides fault tolerance and recoverability. No single failure in the database environment is permitted to make the database platform unavailable.

### 3.3.6 Database Backup/Recovery

To enable point-in-time recovery of the database, an online snapshot mechanism must be available. This mechanism will be responsible for placing the database storage into a consistent state prior to making a snapshot.

In production, snapshots will be taken every hour, and retained as per the next table:

|  |  |  |
| --- | --- | --- |
| Frequency | Lifetime | Purpose |
| Hourly | 24 hours | Point-in-time recovery |
| Daily | 1 calendar month | Disaster Recovery / Audit |
| Monthly | 1 calendar year | Disaster Recovery / Audit |

### 3.3.7 Database Archiving

The application servers must provide a mechanism to archive data which is not actively used, but may be required at a future event.

### 3.3.8 Schema Deployment

Schema deployment is a part of initial deployment and application upgrade. In the case of an application upgrade, the first application service to start is responsible for the schema upgrade. Only this server can upgrade the schema, and the process must only be allowed to execute once only.

## 3.4 Application Server(s)

The Application Server implements the business logic of the application platform. The client application does not, and never will interact directly with the database or Object Store. The client application makes a request to the Application Server (via an appropriate http GET or POST to api.perrinnapp.net). Business logic within the Application Server code processes the data and/or objects and returns result sets to the client application as a JSON-formatted string.

Because of the use of JSON strings, it is mandatory that the streams be encrypted always.

### 3.4.1 Application Server Architecture

When combined with the client application, the architecture forms a traditional MVC (Model/View/Controller) platform. The Controller and Model components reside on the Application Server, while the View rendering is performed by the client application.

### 3.4.2 Implementation

The Model and Controller components are written in Java, with the intention of being hosted on a Tomcat application server. This server may be embedded into the java package (such as Spring Framework), or external on a compute instance.

The advantage of this method is that it allows a complete server environment to be hosted on a developer workstation, especially when combined with the H2 in-memory[[2]](#footnote-2) database engine for non-production.

For production purposes, the application servers will be hosted in an auto-scaling, load balanced environment. Databases will also be fully redundant in the production platform.

Being based on a Java platform, the Application Server can execute on a variety of computer platforms and operating systems with little, if any modification. The production implementation will be deployed to a Linux environment, derived from the Fedora or CentOS distributions. This decision is intended to mitigate ongoing license costs.

### 3.4.3 Resilience

Because the Application Servers are stateless (no local data), there is no special need to resilience in the platform. All units of work are dispatched via message queue, and can be processed by the next available Application Server node.

### 3.4.4 Platform Diagram

The logical organisation of the Application Server is shown in the next diagram:
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### 3.4.5 Message Queuing

Because Application Servers may be created or destroyed at any time, there must be a means of persisting incomplete units of work. This is done via a message queue.

Any work which an Application Server cannot complete immediately is placed on the queue for processing by an available Application Server. This ensures that work is no lost if an instance is scaled back and destroyed.

### 3.4.6 Result Caching

With distributed Application Servers and the potential for high frequency updates, database workload for common object queries can be reduced by using a distributed cache mechanism. The cache platform to be used is Redis (http://redis.io). Query results such as geographic lookups and Team ID can be cached to the Redis host(s). Application Servers will query the cache first, and only search the database if no result is found. Upon completing a database query, the result is also posted to the Redis cache.

### 3.4.7 Platform Requirements

|  |  |  |
| --- | --- | --- |
| Component | Application and Version | Comments |
| Production Operating System | CentOS Linux or similar | Scripting work for deployment makes assumptions around system layout. |
| Development Operating System | Any capable of hosting Tomcat HTTP Server | For non-prod systems, the choice is left to the developer. But SIT is performed on a system matching production |
| Primary Language | Java 8 |  |
| HTTP Server | Apache Tomcat 8 |  |
| Production Database | MySQL 5.7 |  |
| Development Database | H2 | May be configured for in-memory |
| Caching | Redis 3.2 | Can be run locally or remotely |
| Production Endpoint | https://api.perrinnapp.net |  |
| SIT Endpoint | https://api.perrinapp.net | This domain was accidentally ordered, so it might as well be used! |
| Development Endpoint | Determined by developer | Most likely will be localhost |
| Base Logging | Apache Commons Logging |  |
| Build Platform | Apache Maven |  |

# 4. API Structure

## 4.1 Assumptions

Throughout this section, the assumption is made that the client device has already been authenticated against the back-end services. Authentication is covered later in this document.

## 4.2 General Conventions

All API calls are made through http(s) requests. The Application Server code contains a Controller module for each API endpoint. All data is passed into the API through an http POST command.

Each request is based on a logical URL path. For example, to request country information by the 3-letter ISO code, the API name is GetCountryByCode. The request URL to find data for the United Kingdom will be:

https://api.perrinnapp.net/Country/GetByCode?CC=GBR

This function will return the following JSON stream[[3]](#footnote-3):

{

“CountryId”: “201b3cb3-b5ff-445c-a943-de235dc95998”,

“CountryCode”: “GBR”,

“CountryName”: “United Kingdom”

}

## 4.3 HTTP Return Codes

Client developers must always check the HTTP return from the API call. Unless the return is “200”, the call has failed to be completed, and any return data considered to be invalid.

# 5. API Definitions

## 5.1 Membership

|  |  |
| --- | --- |
| Base Endpoint | https://api.perrinnapp.net/Member |
| Requires Authentication | YES |
| Supported Platforms | ALL |

# 6. Authentication

## 6.1 Device Registration

|  |  |
| --- | --- |
| Base Endpoint | https://api.perrinnapp.net/Device/NewDevice |
| Requires Authentication | NO |
| Supported Platforms | ALL |
| Input Parameter | STRING DeviceID |
| Return | STRING DeviceKey |

### 6.1.1 Functional Description

“NewDevice” is the means by which a new device is added to the system. At the outset, there is no knowledge of the device in the Device table and the device itself is only capable of identifying itself by a physical address (such as IMEI, Wireless MAC, etc). The assumption is that the identifying data will be unique, and not changed by the user of the device. That is, that it clearly identifies the device itself.

The device will provide it’s physical ID as part of the HTTP GET. The function will carry out the following steps upon invocation:

1. Generate a random string value using an SHA-1 Random Number Generator (Statistically strong)
2. Append this string to the device ID to create a one-time value.
3. Generate a Message Digest value for the one-time key using SHA-1.
4. Store both values to the device table.
5. Return the Message Digest to the client device upon successful commit of the data.

## 6.2 Device Authentication

|  |  |
| --- | --- |
| Base Endpoint | https://api.perrinnapp.net/Device/<device\_id>/AuthDevice |
| Requires Authentication | NO |
| Supported Platforms | ALL |
| Input Parameter | STRING DeviceID |
| Return | STRING DeviceKey |

### 6.2.1 Functional Description

# 7. Android Client

# 8. IOS Client

# 9. Web Client

# 10. Windows Desktop Client

# 11. Macintosh Desktop Client

# 12. Universal (Java/HTML5) Client

# 13. Build Environments

# 14. Deployment

## 14.1 General

The application service has been designed for deployment onto Amazon Web Services (AWS), and makes heavy use of technologies available within this service. However, there is no reason the application service could not be migrated to another cloud provider with functionally equivalent services.

## 14.2 Automation

The application service stack is created using the AWS Cloudformation product. This allows the creation of all infrastructure resources (database, compute, network, network security) through JSON or YAML configuration files. This process is designed to be scripted and can be automated through the PERRINNAPP Jenkins CI/CD tool.

## 14.3 Networking

Virtual Private Cloud (VPC) environments are used to isolate production and non-production environments within the same AWS account. This gives a logical segregation of resources, and limits the impact of changes.

The VPC is allocated an overall Private IP Address

|  |  |  |
| --- | --- | --- |
| VPC Name | Network Range | Comments |
| SIT | 10.20.0.0/16 | Populated only during SIT (System Integration Testing) tasks |
| PROD | 10.10.0.0/16 | Permanently Available |

Each VPC consists of 3 subnets.

|  |  |  |  |
| --- | --- | --- | --- |
| Subnet Name | Network Mask | Publicly Accessible | Internally Accessible |
| PUBLIC | 10.10.0.0/24 | YES | YES |
| SECURED | 10.10.2.0/24 | NO | YES |
| DATA | 10.10.4.0/24 | NO | YES |

## 14.3 Internal Routing and Access Control

Routing and access control is set up within the VPC to control the flow of network traffic between layers of the application. The combined Web/Application servers are located on the PUBLIC subnet (these may be functionally divided later), and may initiate connections to the SECURED or DATA Subnets.

Servers on the SECURED subnet can create connections only to DATA subnet. The DATA subnet does not permit initiation to any of the subnets.

## 14.4 Core Infrastructure

Core infrastructure consists of the following:

* Database Services
* Object Storage File Services
* Name Resolution
* Load Balancing

### 14.4.1 Database Services

#### 14.4.1.1 Snapshot Preparation

The MySQL Database server is deployed on using a snapshot. However, this snapshot must be created initially. This topic describes the setup of the initial database.

The database instance is configured thus:

|  |  |  |  |
| --- | --- | --- | --- |
| Parameter | Default | Value | Comments |
| Database Name |  | PERRAPP | The actual database name |
| Instance Identifier |  | PERRAPPDB |  |
| Allocated Storage |  | 5 | Allocate 5GB for the snapshot as there is only base data loaded |
| Instance Class |  | db.t2.micro | This will do no real work, so run at reduced cost |
| Engine |  | MySQL | Note, this is case-sensitive |
| Master User Name |  |  | Refer to operations handbook |
| Master User Password |  |  | Refer to operations handbook |
| VPC Security Groups |  |  | Define a security group beforehand |
| Availability Zone |  | us-east-1b |  |
| DB Subnet Group Name |  |  | Choose the Subnet Group created earlier |
| Publicly Accessible |  | YES |  |
| Multi AZ |  | NO | This is a short-lived instance |

JSON to prepare the database instance in cloudformation is as follows:

"Database": {

"Type": "AWS::RDS::DBInstance",

"DeletionPolicy": "Delete",

"Properties": {

"Engine": "MySQL",

"DBName": "PERRAPP",

"AllocatedStorage": "5",

"DBInstanceClass": "db.t2.micro",

"MasterUsername": { "Ref": "DBUser"},

"MasterUserPassword": { "Ref": "DBPassword"},

"Port": "3306",

"PubliclyAccessible": "true",

"MultiAZ": "false",

"VPCSecurityGroups": [ { "Ref": "DBSecurityGroup" } ]

}

}

A shell script to create the initial snapshot is checked into the infrastructure repository as “initial-db.sh”. The process will take 10 – 15 minutes to complete.

# 15. Operations

# 16. Instructions to Developers

The PERRINN Application is a community effort, and the source code is to be made publicly available. These requirements place the following constraints on developers.

## 16.1 Licensing

The project is licensed under the Apache 2.0 license. Every code module must contain the following information in the opening comments:

/\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*/

/\* Copyright (C) Years, PERRINN Limited. All Rights Reserved \*/

/\* \*/

/\* This software is distributed under the Apache 2.0 license \*/

/\* For usage rights, please contact contact@perrinn.com \*/

/\* \*/

/\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*/

/\* This module developed by $AUTHOR\_NAME \*/

/\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*/

## 16.2 Use of sensitive materials

No code can be included in the project unless it can be distributed in source or object form without royalty without restriction.

## 16.3 Document your code

Wherever possible, include a functional description of the module at the beginning of the code. For example:

/\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*/

/\* HOW THIS WORKS \*/

/\* \*/

/\* The design brief calls for the device to be the key for \*/

/\* authentication, using a MAC or IMEI string as it's key. \*/

/\* To make this a little more obscure and harder to predict, \*/

/\* we generate a SecureRandom and attach it to the string as \*/

/\* a one-time key. Then a hash is performed on this value \*/

/\* to create a password which is essentially random. \*/

/\* Both strings are committed to the Device table, and the \*/

/\* pass is returned to the caller. \*/

/\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*\*/

## 16.4 Reference Change ID’s where appropriate

Where the code is changed to reflect a bug or design change, add a comment to the code at the appropriate location to refer to the ticket ID which caused the change to be made.

1. This is for normal operating conditions. In the event of a total and unannounced loss of a service node, the application will need to re-submit the transaction because it will have timed out without acknowledgement. [↑](#footnote-ref-1)
2. The main difficulty with an in-memory solution is that it must be pre-populated from within the same JVM. In addition, a database instance cannot be shared across multiple application servers, so there is no consistency. [↑](#footnote-ref-2)
3. Remember that the GUID is generated when the entry was first added to the database. The example value was taken from a development system and will not be same as returned from production. [↑](#footnote-ref-3)