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The automation of transport vehicles like cars or delivery vans is an important part to the future of sectors like transport and business. In this context, drones are also important, as they offer a fast and manoeuvrable platform for tasks like surveillance or the delivery of small quantities of goods. Large companies like Amazon are set to start using drones for commercial uses soon [1], and other companies may follow shortly after. For a drone to be completely automated while it performs its given task, it must be able to know about and make decisions based on its surroundings, meaning that there is a need for object detection capable of being used in conjunction with drones for a variety of needs. This project aims to meet that need with the Glie-44 object detection model, trained to detect objects at ground level from the perspective of a drone.

The purpose of the Glie-44 is for conducting security tasks like monitoring an area or route and recording the information it sees. This makes it more efficient than most security cameras like CCTV, as it could cover a larger area, and the manoeuvrability and expendability of an unmanned drone can make it more favourable over human guards in certain areas. However, the drone itself most likely would not be able to act if it detected undesirable entities, so it would be recommended that it is used in conjunction with manned security.

# Related work

## Object detection models

1. Classic object detectors

Previously, object detectors would commonly use convolutional sliding window layers over the image to return input data. Early CNNs used this method and showed success in domains like face recognition in the case of Viola and Jones [2] and handwritten digit recognition with LeCun et al. [3]. Numerous other methods have also shown success like Deformable Part Models [4] and Histogram of Orientated Gradients [5], however the first experiments conducted using two stage detectors have mostly surpassed these types of detectors. Classic detectors like the previously mentioned show great success with tasks with narrow scopes, like recognising handwritten digits using the MNIST dataset [3] or faces from a particular point of view [2] but deviating from these tasks proved ineffective and challenging for the algorithms at the time.

1. Two Stage object detectors

Models using this type of detector are most separated into feature extraction /object detection and classification stages. Early on, Selective Search [6] introduced a faster and more accurate method of detecting objects in images than previous models using exhaustive search methods, however used an SVM during the classification stage.

R-CNN [7] further developed on this method by exchanging the SVM for a neural network classifier. While R-CNN improved on earlier ConvNet models in terms of accuracy and precision, it still proved difficult and time consuming to train due to the model acting in two distinct feature extraction and classification segments and requiring two stages of training. Later developments in the R-CNN family like Fast R-CNN [8] and Faster R-CNN [9] would aim to solve these issues by combining the training stages into one and improving the loss function for region proposals.

Faster R-CNN also introduced Region Proposal Networks, which would suggest a list of regions of interest with accompanied objectness scores. RPNs have since became popular with other network models and are used to reduce or distribute computations made by the model. Progressing even further, Mask R-CNN [10] extends upon the success of Faster R-CNN with the goal of improving instance segmentation (the task of classifying each pixel of an object). Previously, this task was attempted by Li et al. [11] with Fully Convolutional Instance Segmentation (FCIS) and showed promising results, yet their implementation led to errors when masks overlapped and issues with mask edges. FCIS and Mask R-CNN generate a “mask” over each object in parallel to the to bounding box detection and classification. The mask would highlight the object in frame, assigning a colour to the mask to distinguish it from objects detected in the same region. While this method can produce more accurate object classifications and is as fast as Faster R-CNN, training data for these models require both bounding boxes and mask data, which can be a significant requirement depending on the size of the training dataset.

1. One stage object detectors

One stage detectors are a newer breed of models that differ from two stage models by consolidating both stages of the two-staged models into one network that can be trained all together. The OverFeat [12] model proposed an end-to-end training process for all stages that lead to improved accuracy for object detection and classification. YOLO [13] improved this method by using regression to create bounding box mappings and class probability maps, and vastly improving the speed at which bounding box and class predictions can be made, so much so that some implementations can be suitable in autonomous cars, however the accuracy was worse when compared to some two stage detectors and grew worse when achieving higher frames per second. SSD [14] soon surpassed YOLO, achieving even faster rates for detection, and achieving accuracy that was comparable to two stage detectors. It does this by placing bounding boxes of different scales over an object, then classifying the object in each box and refines each box. In recent years, novel innovations to the object detection stage have vastly improved the process, such as improved loss functions implemented in RetinaNet [15], designed to combat inefficient training phases caused by the imbalance of the small numbers of correct anchor boxes and vastly greater number of incorrect anchor boxes. New methods of creating anchor points for bounding boxes with the invention of corner pooling [16] and centre pooling [17] layers. These methods find objects by detecting sets of keypoints: CornerNet detects the top left and bottom right corner of an objects bounding box, while CentreNet detects a centre point in addition to the top left and bottom right corner of the object, making it like region of interest (RoI) pooling methods like those used in R-CNN.

1. Others

Transformer networks have grown popular in recent years, like being used for action and posture classification with Action Transformer [18]. The architecture of Action Transformer is similar to earlier two stage object detectors, including a regional proposal network similar to that in Faster R-CNN.

# Datasets

For computer vision, many datasets exist for training and testing object detection models in a variety of different settings. Datasets most commonly consist of images containing a variety of objects belonging to set classes like car, bicycle, person, or dog, from a variety of perspectives and viewpoints, and most often contain a training set with notations for every object in frame, including a class ID and bounding box co-ordinates. The PASCAL VOC challenges [19, 20] which ran between 2005 and 2012, provided as many as 11,000 images, 27,000 bounding box notations and 6,900 segmentations for objects. ImageNet [21], by far one of the largest datasets available, consists of close to 1.2 million images in a similar setting. One of the most recent, Microsoft’s COCO dataset [22] consists of 91 classes in 2.5 million object instances, present in 328,000 images, and claims that the objects in view “would easily by recognisable by a 4-year-old”. While the datasets can be excessive and training a model on even a subset of a dataset, many frameworks like pyTorch and TensorFlow offer pre-trained two and one stage models that can significantly reduce the time spent training and can then be fine-tuned to a particular dataset. Because PASCAL, COCO and ImageNet are generally similar and do not differ in context drastically, a pre-trained model from any dataset would be suitable to use with Glie-44.

In the context of images from flow-flying unmanned ariel vehicles, very few official options exist. The VisDrone [23] contest offers a large dataset of images and videos taken from drones on journeys in various cities in China. The dataset consists of 10,000 static images, 288 video clips which consist of a total of 260,000 frames, containing objects from 12 different classes of various objects and modes of transport, and people. The inD [24] dataset consists of video recordings taken from drones, but exclusively of motor vehicles, bicyclists, and pedestrians at German intersections. The context of this dataset is drastically different to the intended use of the project, so may be unsuitable for general object detection purposes.

# Outline of the project plan

The VisDrone dataset should be used as it offers a large variety of high-quality images and videos close to the context that Glie-44 aims to cover. To improve the accuracy, widen the context that our model should be used in and drastically reduce training time, a pre-trained backbone should be included, being trained on any large dataset of common objects like MS COCO, PASCAL, or ImageNet, so that the model can be fine-tuned on VisDrone.

For our project, classic object detectors and models such as the Action Transformer should not be considered as both two stage and one stage detectors perform better in the context of our project. Most two stage detectors prior to models like Faster R-CNN would operate too slow to be considered for real-time object detection. However, models like Mask R-CNN or FCIS that include improved instance segmentation would require segmentation notations as input data, and as VisDrone does not include these, it would require our team to add the notations to each frame of video and image, which would total <270,000 notations to be created. Because of this, Mask R-CNN or any model that requires segmentation notations (or similarly keypoint notations) will not be considered. One stage detectors are considered a priority since they can achieve more frames processed per second than most two stage detectors. The exact model used should be determined in the Iterative Development stage, but models like Faster R-CNN, YOLO, SSD and RetinaNet should be considered.
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