Concept

We want to solve the Multilabel-Classification task using two different approaches. One is using a neural network the other a one vs. all multinomial naïve bayes classifier. To apply these methods, we first need to transform the input data into a format that can be used to feed to the corresponding classifier. Therefore we try different approaches. The simplest being tf-idf bag of words representation for the Multinomial naïve bayes. Another one is the bi-gram bag of words representation which offers some benefits since it catches sequential features like word order that are inherent in textual data. It comes with a price though since it drastically increases the size of the resulting feature vector. For the neural network we use a dictionary to transform every word in the document to an index which we will later use in a look-up table. Since not every document has the same length we apply batch wise padding, always padding to the size of the longest document in the corresponding batch. This representation has the benefit of keeping the complete sequence order and is not increasing the feature vector size. Those feature vectors now need to used for some model. First we will build a neural network using a LSTM model. This allows us to exploit the sequential nature of text data to a maximum since LSTMs are build for exactly that: sequential data. But we don’t just put the indices into the network but before passing them through an Embedding/Look-Up Layer. This Layer creates a meaningful word embedding feature vector for each word that has much richer information than just the index and hence provides better information for the actual LSTM layer. We then map the output through a tanh function to a number-of-labels sized output vector which should be equal to the labels. To make that possible we transform the labels to a vector as well. Here we use the one-hot-vector approach or since it is a multilabel problem ‘multi-hot-vector’. This means every label is mapped to an index and if a document has that label, so the label vector has a 1 at the corresponding indices and zeros otherwise. Since it is a Multilabel classification problem we use the bp-mll cost function (Zhang and Zhou 2006) to address this problem. To take care of the imbalances we additionally penalize the error of not so frequent instances heavier then the error for often occurring instances. For our second model the one vs. all multinomial naïve bayes classifier we first need to augment the dataset to create a binary classification task for each label in the dataset. We then train a binary mnb classifier on each label instance where the positive examples are all documents containing that label and the negative examples are the rest. We use a multinomial approach since this one is known to be best for textual data. This method makes two assumptions: First that the word order doesn’t matter since this information is lost in the BoW representation aswell as in the tf-idf Version. Second one being that all features (words) are independent of each other and following a multinomial distribution. That is not equal to the distribution that zipfs law is suggesting but it’s better fitting than the Gaussian approach.  
These assumptions do not correspond to the actual characteristics of text data since for example word order can change the meaning of a sentence. Therefore we are not able to perfectly represent our text data via this assumptions but they are close enough to get meaningful inputs for our Naïve Bayes classifier. One way to introduce some attention to word order is using a bigram representation of the words which we also use as aforementioned. To infer the labels of an unseen document we run the document through all the classifiers and assign the label to it if the corresponding classifier outputs a 1. To take care of the imbalances we also want to adapt the one vs. all approach to an one vs. some approach. This means we will have a proportional amount of negative examples to positive examples for each mnb classifier. This avoids cases that have 1 positive example and 19100 negative examples which will most likely result in just returning a zero for every possible document.

Implementation

Preprocessing Stuff @TODO Chetan.

To transform the preprocessed documents and labels into feature vectors we created dictionaries for all the words occurring in the documents and labels. Since the documents are supposed to be English we filtered out all words containing non-Latin letters. In the dictionaries the keys are the words/labels and the values are the indices that they are assigned to. We also build a bigram dictionary which is build analog to the word dictionary with the difference that instead of using single words we iterated over all pairs of words that are next to each other. For the bigram dictionary we threw out all bigrams that only occurred once which reduced the feature vector size from roughly 3M to 1.7M. Which is still enormous compared to the word dictionary size which is around 160K. Furthermore we calculated the IDF for each word and saved it in a dictionary to use it later for the tf-idf vector representation. For the labels we also calculated a penalize dictionary which mapped each label to the inverse of its frequency e.g. if a label occurs in 30 documents the value assigned here would be 1/30. We use this value later for the penalization in the loss function. The actual transformation to the feature vectors is done while the model is run, since the feature vectors are the ones that cause trouble when it comes to memory constraints. So far the libraries used are **pickle, re, math and random**.

For the implementation of our neural network we used **tensorflow 1.13.1** and an implementation of the BP-MLL loss function in tensorflow from this repo:

<https://github.com/vanHavel/bp-mll-tensorflow>

To add the penalization term we had to adapt the bp-mll function. The bp-mll function originally defined as
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where Y is the set of labels that a document x is associated with. being the complementary set to Y and is the prediction of the i-th label based on the instance x.

To implement the penalization, we changed the formula as follows:
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Where is the number of occurrences of label i with respect to the complete dataset. By that we reduce the error for labels that occur often and keep the error the same for labels that only occur once in the whole dataset. Thus penalizing rare labels compared to frequent labels. This induces a bias to favor the correct prediction of rarer examples over frequent examples to counteract the class imbalances. To implement this, we changed the source-code of the bp-mll implementation.

To handle the high dimensional feature vectors with constrained memory resources we build a generator function which only translates the current batch which is fed to the neural network into the feature vector representation. So we only load the whole dataset, where the documents are strings and the labels are a list of strings, into memory and then generate the memory intensive vector representations on demand.

For the multinomial naïve bayes approach we additionally use the libraries **scikit-learn, random and itertools.** Again we use a generator approach which only builds the final feature vectors, here tf-idf vectors, when its needed for training. Next we can choose if we go for the one vs. all approach or the one vs. some approach. The one vs. all is the typical text book approach where we just use the documents corresponding to a label as positive samples and all other documents as negative ones. Where as in the one vs. some approach we count how many positive instances where found for one label and then multiply that number with some scalar. The result is the number of documents we randomly sample from the dataset that remains when removing the positive instances for that label. To not run in an out of bound exception, we need to be careful that the most occurring label times the scalar value does not exceed the number of available negative examples. For example assume there are 15 instances for a given label and our scalar is 10, then we would sample randomly 150 instances which do not belong to this label in the one vs. some approach. This allows us to assign an equal class distribution to all classifiers where we still manage to represent the skewed ratio of positive to negative samples for each of the labels in a useful way, removing the extremes where some classifiers have to deal with one positive and ~19000 negative examples. We then proceed to train one multinomial naïve bayes classifier for each label in the labelset using the dataset created for each label as described before. The trained classifiers are then saved in an array and written to disk. For inference we load the model array and run all ~4000 classifiers on each instance. Since the output is either 0 (negative example) or 1 (positive example) we can concatenate the results of all classifiers to a vector and get the predicted label vector which we can compare to our truth label vector.

Evaluation

We split the dataset up into 80% training and 20% test data. We thought about incorporating a Validation Set with 10% reducing the training data to 70%. But the scikit-library provides a fit functionality to train your model, which does not have intermediate results. Hence the validation set has no use for the Multinomial Naïve Bayes approach. For the neural network it is an common approach to check the validation error after every epoch to implement early stopping and avoid overfitting. But in our case it didn’t make much sense. Due to time and hardware constraints we couldn’t train more then 3 epochs per model and therefore the risk of overfitting is negligible. Since it didn’t make sense to use the validation set for either of our models we merged it back into the training set and ended up with the 80 /20 ratio of training to test data.

Nueral Network

When we put instances in our neural network we receive a vector the size of the labelset. But the output is not 0 and 1s but some floating point number between -1 and 1 (due to the nature of the tanh function). To get to a 0,1 representation we define a threshold of 0. So all values that are greater then 0 will be assigned a 1 (label belongs to that instance) and all other will be assigned a 0 (label does not belong to that instance). We choose the value 0 for our threshold since it is suggested by (Zhang and Zhou 2006). They actually trained another classifier to determine the optimal threshold but unfortunately we didn’t have the time and resources to look into it and went with the default value.

Neural Network Downsampled

Hamming Loss: 0.014357393379854944  
Zero One Loss: 1.0  
Jaccard Score: 0.002256871120396201  
F1-Score Micro: 0.004411501699024302  
F1-Score Macro: 0.0000629893196037039  
Accuracy : 0.0

Neural Network Upsampled

Hamming Loss: 0.9214536603745871  
Zero One Loss: 1.0  
Jaccard Score: 0.0009550857883116838  
F1-Score Micro: 0.00190834562690105  
F1-Score Macro: 0.0017507861048861896  
Accuracy : 0.0

Naïve Bayes Downsampled Factor 12

Hamming Loss: 0.11123949402231398  
Zero One Loss: 1.0  
Jaccard Score: 0.01922928050131649  
F1-Score Micro: 0.024602480601455395  
F1-Score Macro: 0.019835378412631995  
Accuracy : 0.0

Naïve Bayes Upsampled Factor 12

Hamming Loss: 0.06259589394309507  
Zero One Loss: 0.9996763754045307  
Jaccard Score: 0.014338074505198386  
F1-Score Micro: 0.013849098651561607  
F1-Score Macro: 0.014347057084321163  
Accuracy : 0.00032362459546925567

Naïve Bayes Downsampled FULL

Hamming Loss: 0.09045493115036533  
Zero One Loss: 1.0  
Jaccard Score: 0.02624549052638706  
F1-Score Micro: 0.02880825572057561  
F1-Score Macro: 0.022686392751786348  
Accuracy : 0.0

Naïve Bayes Upsampled FULL

Hamming Loss: 0.057884556228902105  
Jaccard Score: 0.018390095060437893  
F1-Score Micro: 0.01672631992783447  
F1-Score Macro: 0.01712563985018234363  
Accuracy : 0.000745992037432184237
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