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# Background and problem statement

The aim of this project is to predictively model the relationship between the factors (content) of U.S. presidential speeches and U.S. stock market movements. The success of which would produce a powerful tool with the ability to take a U.S. presidential speech as input and produce a stock market movement direction prediction as output. Broadly, machine learning has been selected as the method of modelling and the S&P 500 index has been chosen as representative of the ‘stock market’.

The undertaking of this project assumes 2 important conjectures. That there is a correlation between the linguistic factors[[1]](#footnote-1) of speech employed by U.S. presidents in their speeches and U.S. stock market movements; and that the prominence of speech factors can be quantified by using machine learning algorithms. The aim of this literature review is to defend the two conjectures, discern if this project is novel in nature, to survey the methods of data cleaning that may be applicable and to discover which machine learning methods are most appropriate for this project.

# Conjecture defence

The following section references the findings of four peer-reviewed articles in defence of the conjectures made in section 1. More evidence exists and is reviewed in later sections but is not necessary to defend the conjectures made here.

## FOMC speeches and U.S. financial market reactions

Hayo, Kutan & Neuenkirch (2008) performed a Generalized Autoregressive Conditionally Heteroscedastic analysis of the relationship between Federal Open Market Committee (FOMC) speeches and the U.S. financial market. The analysis was quantitative on the market side and qualitative on the speech side. They found that FOMC speeches influence trader behaviour, but that this effect is both asymmetrical (negative impacts were larger than positive impacts) and non-uniform across trader type (bond markets were affected far more than financial and forex markets). Further, more formal modes of communication have a larger impact on both returns and conditional variance and more prominent speakers have a greater impact on bond markets. Finally, they found that volatility in 3- and 6-month T-bills was reduced on the day of a speech.

It was commented that heteroskedasticity left something to be desired when assessing the effects of monetary shocks. Further, it was found that speeches alone were not sufficient to create significant effects for financial markets. It is important that news agencies propagate the news for market repercussions to occur. In a brief, informal interview with a few bond traders it was discovered that they tended to “read monetary policy statements and listen to speeches by Greenspan (Bernanke) themselves. Other types of communications are rather neglected and the traders tend to rely on newswire information” (Hayo et al., 2008:27). Further, it was noted that news articles fail to take a neutral stance on the contents of speeches implying that the market effect may be distorted by the sentiment of news agencies.

This article shows that the sentiments of communications influence the effect on markets. Thus, analysing sentiment is an important factor in an accurate appraisal of the relationship between speeches and markets. The finding that speeches need to be propagated by news agencies in order to have significant impacts on financial markets is counter to the hypothesis of this project but the FOMC is less publicly scrutinized than the U.S. president which may render this finding inconsequential to this project.

## Political speeches and stock market outcomes

Maligkris (2017) demonstrates that the speeches given by U.S. presidential candidates directly influence the stock market, particularly during the early months of their campaigns. These speeches often contain information about potential presidents’ positions on policy changes and public issues. Thus, they can affect investor sentiment and in turn the stock market. The employed methodology was to analyse transcripts of presidential candidate speeches from the American Presidency Project archives and the U.S. Government Publishing Project from the 2004-2016 period according to the index developed in Baker, Bloom & Davis (2016) (explained in section 2.3). He shows, using regression analysis that there is an increase in excess market returns of 26 basis points following candidate speeches, however the direction and magnitude of this effect varies between candidates. He goes on to examine whether the difference in effect is due to heterogenous speech content. Finally, it was demonstrated that speeches laden with economic information tend to boost stock returns while also reducing volatility. Speeches with a negative *tone* have the opposite effect. The long run effect of speeches is dependent on market conditions.

This paper indicates that there is a correlation between presidential candidates’ speeches and stock movements. It is then reasonable to believe that there is a correlation between presidential speeches and stock market reactions. It also highlights that tone affects the relationship and thus that the sentiment of a speech is important. Further, the archives of the American Presidency Project and the U.S. Government Publishing Project are good sources for U.S. political speech transcripts – the potential predictive data.

## Measuring economic policy uncertainty

Baker, Bloom & Davis (2016) develop an Economic Policy Uncertainty Index based on the frequency of articles containing a trio of terms in 10 leading U.S. newspapers. These terms were: ‘ “economic” or “economy” ; “uncertain” or “uncertainty”; and one or more of “congress”, “deficit”, “Federal Reserve”, ‘legislation”, “regulation”, or “White House” ’ (Baker et al., 2016:1594). The terms were selected over a period of 24 months during which more than 15 000 news articles were read by humans in an auditing process. The index proved to be quite accurate, spiking near the expected events, including wars, tight presidential elections, fiscal policy battles and terrorist activity.

They went on to show that their index had a strong relationship with other economic uncertainty measures and policy uncertainty measures. Further, congruence in uncertainty prediction was found between left- and right- leaning newspapers.

This article shows that language processing can be used to predict economic events, particularly economic uncertainty and economic policy uncertainty. However, the type of language processing proposed for this project differs significantly. While Baker et al. (2016) used man hours this project will use deep learning – the result of which is likely to be greater accuracy and reduced man hour expenditure, if it is correctly applied.

## Hope, change and financial markets: can Obama’s words drive the market?

Sazedj & Tavares (2011) asked whether the speeches made by former U.S. President Barack Obama affected stock market prices. By regressing the event of a speech during Obama’s first 11 months in office on the daily excess returns of the Dow Jones, the S&P 500 and the NASDAQ they found that the event of a speech had a generally insignificant effect on daily excesses. However, by regressing key terms contained in 43 speeches given during the first 11 months of Obama’s presidency it was found that the content of speeches can significantly affect daily excess returns nearly uniformly across all three indices. Notably, the NASDAQ’s correlation to the content of speeches was weaker – indicating that technology markets may be less susceptible to presidential rhetoric.

This paper highlights the relationship between the content of a presidential speech and stock market returns. This study was correlational rather than predictive in nature.

## Conjecture defence summary

As seen in section 2.2. and section 2.4. it is true that there is a correlation between the linguistic factors of speech employed by U.S. presidents in their speeches and U.S. stock market movements (Sazedj & Tavares, 2011; Maligkris, 2017). Further, section 2.1. and section 2.3. show that sentiment and other linguistic factors of speech can be quantified using machine learning methods (Hayo, Kutan & Neuenkirch, 2008; Baker, Bloom & Davis, 2016). Thus, both conjectures hold and further investigation is warranted. This is not the total of all evidence supporting these conjectures but is sufficient. Other articles reviewed here can be seen for further evidence.

# Novelty

Searching [‘sentiment analysis stock market’ on Google Scholar](https://scholar.google.com/scholar?oi=gsb95&q=sentiment%20analysis%20stock%20market&lookup=0&hl=en) yields mostly articles linking Twitter data and the stock market. Searching [‘presidential speeches affect stock market’ on Google Scholar](https://scholar.google.com/scholar?oi=gsb95&q=presidential%20speeches%20affect%20stock%20market&lookup=0&hl=en) yields articles on the relationship between presidential speeches and the stock market but none using Machine Learning techniques. Khedr, Salama & Yaseen (2017) describe related work as including relating news or twitter data to stock market behaviour and prices and relating financial news to stock prices, but do not mention presidential speeches. Searching [‘machine learning S&P 500’ on Google Scholar](https://scholar.google.com/scholar?oi=gsb95&q=machine%20learning%20S%26P%20500&lookup=0&hl=en) yields an array of articles using machine learning as a technical analysis tool but most of these use other financial indicators and are not NLP based – bar one article analysing the effects of former U.S. president, Donald Trump’s tweets on the S&P 500 and the DJIA. Searching ‘[political speech machine learning’ on Google Scholar](https://scholar.google.com/scholar?hl=en&as_sdt=0%2C5&q=political+speech+machine+learning&btnG=) yields articles that focus on political speeches but have no link to stock markets. Other searches yielded similar results, thus as far as can be told – this project is novel in nature.

# Data cleaning methods for NLP

Katre (2019), in his analysis of Indian political speeches, uses Natural language Toolkit (NLTK) and string methods to remove punctuation, HTML tags and English stopwords[[2]](#footnote-2), as well as converting speeches to lowercase and tokenizing[[3]](#footnote-3) them. Zubair & Cios (2015), before correlating the sentiment in Reuters articles with S&P 500 movements, clean their textual data by tokenizing it with NLTK. Kinyua et al. (2021) clean their twitter data (tweets from then U.S. president, Donald Trump) by deleting all tweets on days when the stock trading was closed, deleting all tweets that only contained standard stopwords and deleting all tweets that only contained URLs. Khedr, Salama & Yaseen (2017) tokenize, standardize by converting to lowercase, remove stopwords from and stem[[4]](#footnote-4) their textual data before processing the abbreviations (replacing abbreviations with the full phrase) and filtering out words that consist of two or less characters.

# Machine learning methods

The following section looks first at the literature informing the sentiment analysis space and then at the literature around stock market prediction in order to determine methods that suit the intersection between the two.

## Sentiment analysis methods

Ren, Wu & Liu (2019) analyse news articles at the sentence level by assigning a sentiment polarity (using software designed for the Chinese language) to each word followed by a sentiment score for each sentence in a document. Each document is then categorized and a sentiment score between -1 and 1 for all news for that day is generated. Zubair & Cios (2015) use the positive and negative valence categories from the Harvard General Enquirer (HGI) to assign each word in a Reuters news article a positive or negative label. They then sum the positives and negatives into a tuple and divide that tuple by the number of words in an article in order to create a vector that represents each news article. The vectors are organized into time series, normalized by dividing all vectors by the first vector, parsed through a Kalman filter and then correlated to S&P returns using Pearson correlation (for both the positive and negative scalar in the vector). Kinyua et al., (2021) use the Valence Aware Dictionary for Sentiment Reasoning (VADER) to create a sentiment feature for former U.S. president Donald Trump’s tweets which was then used as a regression feature in linear, decision tree and random forest regressions. Khedr, Salama & Yaseen (2017) use N-gram (n=2) to extract key phrases from their corpus of news text data, then term-frequency inverse-document-frequency is used to determine the importance of those phrases within the corpus, and finally use a naïve-Bayes classifier to assign positive and negative labels to each news document. Purevdagva et al. (2020) use a variety of features present in both data and metadata to predict fake political speech. Two features relevant to this project were ‘speaker job’ and ‘context’ (press, direct or social) which were labelled using universal serial encoders. For the actual sentiment analysis they used the linguistic inquiry and word count (LIWC) tool to categorize and count words into emotional, cognitive and structural text components. Various further attempts to extract sentiment from the text did not yield increased prediction accuracies. They go on to use extra tree classifier for feature selection and then support vector machine (SVM), multilayer perceptron, convolutional neural network, decision trees, fasttext and bidirectional encoder representations from transformers (BERT) for prediction with highest accuracy coming from the SVM. Dilai, Onukevych & Dilay, (2018) use SentiStrength – an automatic sentiment analysis tool - to compare the sentiment in speeches between former U.S. president Donald Trump and former Ukrainian president Petro Poroshenko.

## Stock market prediction methods

Ren, Wu & Liu (2019) use an SVM and fivefold cross validation approach to achieve their a prediction accuracy of 98% when predicting fake news in political speech. They combined sentiment data and market indicators as their input data. Kinyua et al. (2021) use linear, decision tree and random forest regressions to predict S&P 500 and DJIA directional changes. Random forest regression performed best for both datasets. Khedr, Salama & Yaseen (2017) use open, high, low and close prices from their stock market data as features after labelling the change from the previous day as positive, negative or equal. Jiao & Jakubowicz (2017) extracted lag and window features from the S&P 500 and the global 8 index before running time series random forest, neural network and gradient boosted trees to predict movements of individual stocks in the S&P 500. Liu et al. (2016) used forward search feature selection to select features for SVM, naïve-Bayes, Gaussian discriminant analysis and logistic regression from a set of economic features including the crude oil daily return, currency exchange rates and major stock indices daily returns in order to forecast the S&P 500 movement.

# Summary

Table 1 represents the review in a condensed format which allows for easy comparison of the used data and methods and resulting accuracies. Table 2 represents the metadata, linked through ‘Paper number’ for Table 1.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Paper number** | **ML method** | **Cleaning method** | **Data type** | **Index predicted** | **Accuracy** |
| **1** | Support vector machine with fivefold cross validation |  | Daily online stock reviews relating to the SSE 50 | SSE 50 | 0.7996 – 0.9773 |
| **1** | Support vector machine with rolling windows |  | Daily online stock reviews relating to the SSE 50 | SSE 50 | 0.7133 – 0.8993 |
| **1** | Logistic regression with fivefold cross validation |  | Daily online stock reviews relating to the SSE 50 | SSE 50 | 0.7096 – 0.8656 |
| **2** | Non-ML: | Tokenized using NLTK and mined for sentiment using the Harvard General Inquirer dictionary | Reuters textual data | S&P 500 | Correlation: up to -0.908 |
| **3** | Random forest | Tweets from non-trading days were removed, standard stop words and URLs were removed. | @theRealDonaldTrump tweets | INDU | 0.94-0.98 |
| **3** | Decision tree | 0.93 – 0.97 |
| **3** | Logistic regression | 0.7-0.81 |
| **3** | Random forest | S&P 500 | 0.91-0.92 |
| **3** | Decision tree | 0.83-0.88 |
| **3** | Logistic regression | 0.64-0.77 |
| **4** | N-gram, TF-IDF, Naïve Bayes, K-NN | Tokenize, to lowercase, stopwords, stemming, abbreviation processing, filtering words with two or less characters | News articles and financial reports from Nasdaq.com, Reuters, wall street journal, marketwatch.com, zacks.com, yahoo finance, Google finance and economics.com. | Yahoo Inc, Microsoft Corporation MSFT and Facebook Inc. | 0.898 |
| **5** | Time series logistic regression | Feature extraction: lags, window features (technical indicators) | Non-text data: numerical indicator data – S&P 500 historical data and the global 8 index | Individual S&P 500 stocks movements | 0.7861 |
| **5** | Time series random forest | 0.7797 |
| **5** | Time series neural network | 0.7775 |
| **5** | Time series gradient boosted trees | 0.7798 |
| **6** | Logistic regression | Transform daily prices into daily returns, exclude data from days when markets were closed, aligning data from markets in different time zones, feature selection using the forward search method | Non-text data: numerical indicator data - global financial market indices, currency exchange rates, S&P 500 historical data | S&P 500 index future market trend | 0.6062 |
| **6** | Gaussian discriminant analysis | 0.6062 |
| **6** | Naïve Bayes | 0.6038 |
| **6** | Linear SVM | 0.5979 |
| **6** | Radial Basis Function SVM | 0.6251 |
| **6** | Polynomial SVM | 0.5943 |
| **7** | SVM | Feature extraction: speech subject, location, speaker profile, speaker credibility, context. Feature selection: extra tree classifier | Political speeches and metadata | Liar dataset | 73.8 |
| **7** | Multilayer perceptron | 0.557 |
| **7** | Convolutional neural network | 0.614 |
| **7** | Fasttext | 0.662 |
| **7** | BERT | 0.66 |

|  |  |  |  |
| --- | --- | --- | --- |
| **Paper number** | **Title** | **Citation** | **DOI** |
| **1** | Forecasting Stock Market Movement Direction Using Sentiment Analysis and Support Vector Machine | (Ren, Wu & Liu, 2019) | 10.1109/JSYST.2018.2794462 |
| **2** | Extracting News Sentiment and Establishing its Relationship  with the S&P 500 Index | (Zubair & Cios, 2015) | 10.1109/JSYST.2018.2794462 |
| **3** | An analysis of the impact of President Trump’s tweets on the DJIA and S&P 500 using machine learning and sentiment analysis | (Kinyua et al., 2021) | 10.1016/j.jbef.2020.100447 |
| **4** | Predicting Stock Market Behaviour using Data Mining Technique and News Sentiment Analysis | (Khedr, Salama & Yaseen, 2017) | 10.5815/ijisa.2017.07.03 |
| **5** | Predicting Stock Movement Direction with Machine Learning:  an Extensive Study on S&P 500 Stocks | (Jiao & Jakubowicz, 2017 | 10.1109/BigData.2017.8258518 |
| **6** | Forecasting S&P 500 Stock Index Using Statistical  Learning Models | (Liu et al., 2016) | 10.4236/ojs.2016.66086 |
| **7** | A machine-learning based framework for detection  of fake political speech | (Purevdagva et al., 2020) | 10.1109/BigDataSE50710.2020.00019 |

# Bibliography

Baker, S.R., Bloom, N. & Davis, S.J. 2016. Measuring economic policy uncertainty. *Quarterly Journal of Economics*. 131(4):1593–1636. DOI: 10.1093/qje/qjw024.

Dilai, M., Onukevych, Y. & Dilay, I. 2018. Sentiment Analysis of the U.S. and Ukrainian Presidential Speeches. In *Computational linguistics and intelligent systems (2)*. V. II: Workshop. Lviv. Lviv, Ukraine: Lviv Polytechnic National University. 60–70. DOI: http://ena.lp.edu.ua:8080/handle/ntb/42572.

Hayo, B.;, Kutan, A.M.; & Neuenkirch, M. 2008. *Communicating with many tongues: FOMC speeches and U.S. financial market reaction*. Available: http://hdl.handle.net/10419/30104www.econstor.eu.

Jiao, Y. & Jakubowicz, J. 2017. *Predicting Stock Movement Direction with Machine Learning: an Extensive Study on S&P 500 Stocks*. Institute of Electrical and Electronics Engineers.

Katre, P.D. 2019. NLP based text analytics and visualization of political speeches. *International Journal of Recent Technology and Engineering*. 8(3):8574–8579. DOI: 10.35940/ijrte.C6503.098319.

Khedr, A.E., Salama, S.E. & Yaseen, N. 2017. Predicting stock market behavior using data mining technique and news sentiment analysis. *International Journal of Intelligent Systems and Applications*. 9(7):22–30. DOI: 10.5815/ijisa.2017.07.03.

Kinyua, J., Mutigwe, C., Cushing, D. & Poggi, M. 2021. An analysis of the impact of President Trump’s tweets on the DJIA and S&P 500 using machine learning and sentiment analysis. *Journal of Behavioural and Experimental Finance*. DOI: 10.1016/j.jbef.2020.100447.

Liu, C., Wang, J., Xiao, D. & Liang, Q. 2016. Forecasting S&P 500 Stock Index Using Statistical Learning Models. *Open Journal of Statistics*. 06(06):1067–1075. DOI: 10.4236/ojs.2016.66086.

Maligkris, A. 2017. *Political Speeches and Stock Market Outcomes*. Miami.

Purevdagva, C., Zhao, R., Huang, P. & Mahoney, W. 2020. A machine-learning based framework for detection of fake political speech. *IEEE 14th International Conference on Big Data Science and Engineering*. DOI: 10.1109/BigDataSE50710.2020.00019.

Ren, R., Wu, D.D. & Liu, T. 2019. Forecasting stock market movement direction using sentiment analysis and support vector machine. *IEEE Systems Journal*. 13(1):760–770. DOI: 10.1109/JSYST.2018.2794462.

Sazedj, S. & Tavares, J. 2011. HOPE, CHANGE, AND FINANCIAL MARKETS: CAN OBAMA’S WORDS DRIVE THE MARKET? *Centre for Economic Policy Research: Financial Economics and Public Policy Discussion Paper Series*. (8713). Available: www.cepr.org.

Zubair, S. & Cios, K.J. 2015. Extracting news sentiment and establishing its relationship with the S&P 500 index. In *Proceedings of the Annual Hawaii International Conference on System Sciences*. V. 2015-March. IEEE Computer Society. 969–975. DOI: 10.1109/HICSS.2015.120.

1. ‘Linguistic factors’ in this sense is intended to mean any and all patterns that can be detected in spoken language including verbiage, lexicon, tone, register, sentence length, word combination etc. [↑](#footnote-ref-1)
2. ‘Stopwords’ are words that commonly occur across all speech and therefore only create noise in the data. Some examples are ‘the’, ‘it’, ‘they’ and ‘and’. [↑](#footnote-ref-2)
3. ‘Tokenizing’ refers to the splitting of words into tokens that have linguistic importance, for example the words ‘terrorism’, ‘terrorist’ and ‘terror’ may all be tokenized to ‘terror’. Thus, the core concept of the word is captured while also simplifying the dataset. [↑](#footnote-ref-3)
4. ‘Stemming’ refers to the removal of suffixes to reduce the complexity of a dataset. [↑](#footnote-ref-4)