My Goal?

I want to recommend healthy recipes to people. How? By checking their BMI index and calorie required for user. This is not something new. So what can you propose? Comparison of different algorithms and see which performs best.

Title – FeedMeRight – Comparison of Recipe Recommender systems.

Abstract:-----

With so many rapid changes happening around us, people are moving towards healthy lifestyle which includes choosing right food. Nowadays we are surrounded by overwhelming information which hinders the ability to choose right information. Recommendation system is a technique that would filter information and narrow it down based on our preferences and helps us to choose which we may like. Recommender systems have been widely used in e-commerce sites, social networking and entertainment industries. To help us in choosing healthy lifestyle recommender systems can be used in recipe domain to choose a right food for us not just based on user’s taste but also considering user’s lifestyle and calories required for user.

This thesis presents the design, implementation and evaluation of various recommender approaches within recipe domain. I will combine different recommendation techniques and use machine learning to recommend healthy recipes based on user profile. The overall goal is to discover which approach to recommend recipes offers better performance.

Keywords – Recommender system, Machine Learning, content-based, collaborative filtering, matrix factorization.
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### My Writeup References –

1. Evaluating Collaborative Filtering Recommender Algorithms: A Survey - <https://ieeexplore.ieee.org/document/8550639?denied=>
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### From Indian\_Cusine\_RecipeReco\_BasedonIngredients

#### I might not need point A

A. Web Scraping Web Scraping[6] (Scraping or Web Data Extraction or Web Harvesting[7]) is a system utilized to fetch a lot of information from sites whereby the information is extricated and spared to a nearby record in your PC or to a database in the table (spreadsheet) design. Web scraping is the way toward fetching information from sites. All the activity is completed by a bit of code which is known as a "spider". In the first place, it sends a "GET" question to a particular site. At that point, it parses a HTML record dependent on the got outcome. After it's done, the scrubber looks for the information you need inside the report, and, at long last, changes over it into the predefined format.

B. Data Cleaning Data cleansing or data cleaning[8] is the way toward distinguishing and adjusting (or expelling) degenerate or off base records from a record set, table, or database and alludes to recognizing fragmented, mistaken, off base or unessential parts of the data and afterward supplanting, altering, or erasing the filthy or undesirable data. Data cleansing might be performed intelligently with data wrangling instruments, or as group preparing through scripting.

C. Bags-of-Words The bag-of-words model [9] is a way of representing text data when modeling text with machine learning algorithms. The bags- of-words demonstrate is a rearranging portrayal utilized in natural language processing and information retrieval (IR)In this model, a content, (for example, a sentence or an archive) is spoken to as the sack (multi-set) of its words, dismissing syntax and even word request yet keeping variety.

Todo

1. Convert project into maven
2. Save each recipe information into json document from edamam API.. Loop through each unique recipe.
3. Will get data for each recipe. And I have data for user and recipe rating data.
4. From that I think I need to prepare user profile. Not sure how to calculate which ingredients each user likes. Check if we can get that info from allrecipes.com WebScrapor tool used in one of the paper was – spider plugin

### link for collaborative filtering.

<https://towardsdatascience.com/how-to-build-a-simple-recommender-system-in-python-375093c3fb7d>

## link to check if we can use it to evaluate recommender engine

<https://github.com/MaurizioFD/RecSys2019_DeepLearning_Evaluation>

Evaluation of recommender systems..

######## How the workflow should be –

1. Enter User Id:
   1. getRecipeFeatures() get called. It creates sparse matrix of all recipes based on it’s ingredients as features. Creates a .csv file for sparse matrix named recipe\_feature\_matrix.csv
   2. Whenever any new recipe will get added to the dataset, we need to update recipe\_feature\_matrix.csv file.
2. build\_user\_profile() will get called. It will read recipe\_feature\_matrix.csv wil get read.

In this method, user profile will get created for provided user\_id based on recipe\_feature\_matrix.csv file.

1. Based on user profile, similarity score will get calculated between user profile and all recipes. Sort the results in descending order.
2. Get the BMI of user and the required calorie range for user. And add 10 results from the sorted resultset such that calories of those recipes would fit in the required calorie range for user.

############ Evaluate the Engine ###############

Prof. thought on Evaluation

Recall -

and precision

we are defining what is good recommendation.

Cold start problem. In that case content based filtering would be more effective.

Full cross validation on train and test set.

To create vnv for kera –

1. Run conda create -n venv\_name and source activate venv\_name, where venv\_name is the name of your virtual environment.
2. Run conda install pip. This will install pip to your venv directory.
3. Find your anaconda directory, and find the actual venv folder. It should be somewhere like /anaconda/envs/venv\_name/.
4. Install new packages by doing /anaconda/envs/venv\_name/bin/pip install package\_name.

This should now successfully install packages using that virtual environment's pip!

Steps followed by me –

conda create –n conda\_venv

created environment location - C:\Users\jpall\Anaconda3\envs\conda\_venv

to activate virtual env in windows - C:\Users\jpall\Anaconda3\Scripts\activate.bat

files will be created at new place - C:\Users\jpall\Anaconda3\envs\conda\_venv\conda-meta

to install new packages –

C:\Users\jpall\Anaconda3\envs\conda\_venv>pip install tensorflow

### Links of Articles –

1. Theory - Collaborative filtering nearest neighborhood and matrix factorization - <https://towardsdatascience.com/intro-to-recommender-system-collaborative-filtering-64a238194a26>
2. Theory –Content based and collaborative based and matrix factorization and Evaluating Algortihms - <https://towardsdatascience.com/recommendation-systems-models-and-evaluation-84944a84fb8e>
3. Theory – Evaluating Recommender Systems –Actually everything – Content, Collaborative, matrix <https://medium.com/fnplus/evaluating-recommender-systems-with-python-code-ae0c370c90be>
4. Understanding Matrix Factorization - <http://nicolas-hug.com/blog/>
5. Evaluation code using surprise - <https://towardsdatascience.com/evaluating-a-real-life-recommender-system-error-based-and-ranking-based-84708e3285b>
6. <https://www.offerzen.com/blog/how-to-build-a-content-based-recommender-system-for-your-product>
7. Collaborative with evaluation by simple code - <https://www.ethanrosenthal.com/2015/11/02/intro-to-collaborative-filtering/>
8. Surprise basic good example of collaborative filtering- <https://realpython.com/build-recommendation-engine-collaborative-filtering/>
9. Tensorrrec all details.. huge blog with code -<https://towardsdatascience.com/getting-started-with-recommender-systems-and-tensorrec-8f50a9943eef>
10. Surprise all algorithm code in notebook –

<https://github.com/susanli2016/Machine-Learning-with-Python/blob/master/Movielens%20Recommender%20Metrics.ipynb>

<https://nbviewer.jupyter.org/github/NicolasHug/Surprise/blob/master/examples/notebooks/KNNBasic_analysis.ipynb>

1. <https://towardsdatascience.com/building-and-testing-recommender-systems-with-surprise-step-by-step-d4ba702ef80b>
2. Hybrid Implementations –

<https://www.kaggle.com/rounakbanik/movie-recommender-systems>

<https://www.kaggle.com/robottums/hybrid-recommender-systems-with-surprise>

1. Writeup reference pointwise - <https://github.com/jalajthanaki/Movie_recommendation_engine/blob/master/Intro_recommendation_system.ipynb>
2. # ## Source - <https://towardsdatascience.com/evaluating-a-real-life-recommender-system-error-based-and-ranking-based-84708e3285b>
3. ## Recall Precision

<https://towardsdatascience.com/recommendation-systems-models-and-evaluation-84944a84fb8e>

1. Matrix factorization

<https://cloud.google.com/solutions/machine-learning/recommendation-system-tensorflow-overview>

#### Command to convert Jupyter ntebook to python file –

jupyter nbconvert --to python allrecipes\_collaborative\_item\_item.ipynb

###### Tools to use to link references in the report

1. Mendeley
2. Jabref

############## Papers with summary ===🡺 what Should I follow –

1. Health Aware Food Recommender System – Extends Matrix Factorization by adding user’s BMI factor. Algo details in 2.
2. Using Tags and Latent factor in a Food Recommender System – matrix factorization without adding BMI factor. Best explanation about offline evaluation.

################# THOMS Review #############################

1. Motivation – www - should we replace it with http? –The main difference between WWW and HTTP is that they refer to different concepts. Simply put, HTTP is the protocol that enables communication online, transferring data from one machine to another. WWW is the set of linked hypertext documents that can be viewed on web browsers (such as Firefox, le Chrome, and more).
2. it did not help in changing user's behaviour towards helathy lifestyle. How healthy behavior would measured by the recommender