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1. **数据预处理**

从表中读出所有记录，分别将每条的记录由一对多（一种药材对应多种症状）分解成一对一（一种药材对应一种症状）的多条记录并且将这些记录存入数组中，最后所有的基础数据全部处理结束之后，将这个数组做成一个矩阵，方便接下来的操作。

向量化、矩阵化操作是机器学习的追求。从数学表达式上看，向量化、矩阵化表示更加简洁；在实际操作中，矩阵化更高效。

首先我们需要一张词典，该词典囊括了训练数据集中的所有必要药材。其次，根据词典矩阵化每个处理后的记录。具体的，每条记录都定义为词典大小，分别遍历记录中的每个药材并统计出现次数；最后得到一个和词典一样大小的矩阵，这些矩阵由一个个整数组成，每个整数代表了词典上一个对应位置的药材在训练数据中的出现频率。最后，统计记录总数，某一数据药材频数除以相应类别的记录总数，即得到相应的条件概率

1. **朴素贝叶斯**

贝叶斯定理的许多应用之一就是贝叶斯推断，一种特殊的统计推断方法，随着信息的增加，贝叶斯定理可以应用于更新假设的概率。在决策理论中，贝叶斯推断与主观概率密切相关，通常称为贝叶斯概率

贝叶斯推断根据先验概率和统计模型导出的似然函数的结果，再有贝叶斯定理计算后验概率：

P(A|B)=

这里A表示药材，B表示症状。

P(A|B)：后验概率，即病人有B症状时，药方里含有A药材的概率

P(B|A)：药方中有A药材的情况下，观测到病人有B症状的概率

P(B)：边际似然，所有的假设都相同，因此不参与决定不同假设的相对概率，即可以忽略。

我们需要求的是当P(A|B)取得最大值时A的取值

A\*=P(B|A)P(A)

P(A)在数据预处理的时候已经得到所以只需要求得P(B|A)即可。

对连续数据建模的合理猜测是多元高斯或多元正太分布：

P(B|A)=

由于唯独很高时概率非常小，将使用对数似然：

D表示维度

对A\*=P(B|A)P(A)两边取对数得：

A\*=

1. **计算并生成结果**

计算前首先检测test表里面是否有数据，如果有数据则读出表中的记录并且针对每一条记录中的症状，算出相应的所有的药材的概率，并按概率的大小进行排序，取概率最大的15种药材写入result表中，最后删除test表中的已处理的记录。

1. **总结**

不同于其他分类器，朴素贝叶斯是一种基于概率理论的分类算法；

特征之间的条件独立性假设，显然这种假设显得“粗鲁”而不符合实际，这也是名称中“朴素”的由来。然而事实证明，朴素贝叶斯在有些领域很有用。

在具体的算法实施中，要考虑很多实际问题。比如因为“下溢”问题，需要对概率乘积取对数等

总体来说，朴素贝叶斯原理和实现都比较简单，学习和预测的效率都很高，是一种经典而常用的分类算法。