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# Введение

В современном мире теория графов играет большую роль, так как она полезна практически во всех научных отраслях. Им нашли применение в физике, биологии, химии, математике, истории, лингвистике, социальных науках, технике и т.п. Наибольшей популярностью теоретико-графовые модели используются при исследовании коммуникационных сетей, систем информатики, химических и генетических структур, электрических цепей и других систем сетевой структуры.

Объяснить популярность этого раздела математики легко: с его помощью можно наглядно представить и описать различные модели, объекты и структуры, поэтому графы используют не только в технических науках, но и в гуманитарных. Карты метро, системы дорог соединяющие города, схемы в учебниках – все это представляется с помощью графов.

Многие алгоритмы, применяемые при работе с графами, принадлежат к классу NP-полных задач. Вычислительная задача называется NP-полной (от англ. non-deterministic polynomial – «недетерминированные с полиномиальным временем»), если для неё не существует эффективных алгоритмов решения. К таким задачам относятся, например, поиск наибольшего независимого множества и вершинной раскраски. Однако существуют особые типы графов, для которых подобные задачи являются полиномиально разрешимыми [см. 8], например, таким типом графов является хордальный. Поэтому появился особый интерес к распознаванию конкретных типов графов, а также сведение графов к нужному типу [см. 4] для решения NP-полных задач.

Хордальные графы используются в различных сферах деятельности человека: в компьютерном зрении, химии, биологии. Одним из примеров их использования является изучения взаимодействия белка, так как в основе каждого белка лежит полипептидная цепь, которая имеет трехмерную структуру [см. 6, 7], которую можно представить с помощью хордального графа.

В данной работе будут рассмотрены общие алгоритмы наибольшего независимого множества и вершинной раскраски графов, их модификации для хордальных графов и будет проведен анализ, сравнение и оценка результатов их выполнения.

# Постановка задачи

В ходе исследования разработать программу, позволяющую:

* реализовать класс, позволяющий работать с графами с возможностью задавать их с помощью матрицы смежности и выводить графы на экран
* реализовать функцию, генерирующую хордальные графы
* реализовать функцию, позволяющую распознавать хордальные графы
* реализовать алгоритм нахождения наибольшего независимого множества в связном графе
* реализовать алгоритм нахождения наибольшего независимого множества в хордальном графе, основанный на использовании факта наличия в нём смежно поглощающей вершины
* реализовать полиномиальный алгоритм поиска наибольшего независимого множества для хордального графа, основанный на использовании факта наличия в нём симплициальной вершины
* реализовать общий алгоритм поиска оптимальной вершинной раскраски в произвольном графе (алгоритм с экспоненциальной сложностью)
* реализовать полиномиальный алгоритм поиска оптимальной вершинной раскраски для хордального графа, основанный на использовании факта наличия в нём симплициальной вершины.

На основе испытаний сделать оценку результатов испытаний и их сравнение.

# Теоретические основы, описание алгоритмов

## Общие сведения о графах

Основные понятия и термины, используемые в этой работе, можно найти, например, в [1, 2, 5].

Граф - это математическая модель, представленная совокупностью множества вершин и связей между ними.

Ориентированный граф — граф, рёбрам которого присвоено направление. Направленные рёбра именуются также дугами, а в некоторых источниках и просто рёбрами.

Граф, ни одному ребру которого не присвоено направление, называется неориентированным графом.

Говорят, что вершина a смежна другой вершине b, если граф содержит ребро (a, b).

Окрестностью вершины a называется порождённый подграф, образованный всеми вершинами, смежными b.

Путем от А1 до Аn в графе называется такая последователь­ность ребер, ведущая от A1 к Аn, в которой каждые два соседних ребра имеют общую вершину и никакое ребро не встречается более одного раза.   
Путь от А1 до Аn называется простым, если он не проходит ни через одну из вершин графа более одного раза.

**Циклом** называется путь, в котором совпадают его начальная и конечная вершины.  
**Простым циклом** в графе называется цикл, не проходящий ни через одну из вершин графа более одного раза.

Две вершины А и В графа называются **связными**, если в графе существует путь с концами А и В.

Две вершины графа называются **несвязными**, если в графе не суще­ствует ни одного пути, связывающего их.

Граф называется **связным**, если каждые две вершины его связные.

Полный граф — простой неориентированный граф, в котором каждая пара различных вершин смежна.

Хордальный граф - это связный граф без порождённых циклов длины более чем три (цикл длины 4 и больше содержит хорду).

Симплициальная вершина – это вершина окрестность которой порождает клику.

В хордальном графе всегда найдется симплициальная вершина, иначе граф нехордален.

Независимое множество графа - множество вершин графа G, такое, что любые две вершины в нем не смежны (никакая пара вершин не соединена ребром).

Наибольшее независимое множество графа – независимое множество графа, содержащее наибольшее количество вершин.

Вершина a смежно поглощает вершину b, если вершины a и b смежные и N(b)\{a} ⊆ N(a)\{b}. Значение этого понятия состоит в том, что при удалении любой смежно поглощающей вершины из графа не изменяется число независимости.

Теорема. В любом непустом хордальном графе имеется смежно поглощающая вершина.

Поэтому для хордального графа наибольшее независимое множество можно найти с помощью одних только сжатий по включению. Нужно только находить смежно поглощающие вершины и удалять их из графа до тех пор, пока оставшийся граф не станет пустым. Множество оставшихся вершин и является наибольшим независимым множеством.

Также для нахождения наибольшего независимого множества в хордальном графе можно использовать факт обязательного наличия в нем симплициальной вершины. Так как такая вершина содержит в окрестности клику, то все смежные ей вершины не могут быть в наибольшем независимом множестве.

Правильная вершинная раскраска – это раскраска вершин графа, при которой любые смежные вершины окрашены в разные цвета.

Теорема. Для любого хордального графа χ(G) = ω(G).

Поэтому чтобы найти хроматическое число в хордальном графе надо найти у него наибольшую клику.

Для нахождения вершинной раскраски в хордальном графе используем тот же факт наличия в нём симплициальной вершины.

Алгоритм поиска (или обхода) в глубину (англ. depth-first search, DFS) позволяет построить обход графа, при котором посещаются все вершины, доступные из начальной вершины.

Будем использовать элементы поиска в глубину для построения хордальных графов.

## Представление графа

В программе реализована такая структура данных, как граф (рис. 1).

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAPoAAACgCAYAAAAl+XGsAAAAAXNSR0IArs4c6QAAGRxJREFUeF7tnW2IV8UXx49FgviiRJKsbLNVpFhF0+2FWRq+EB8qRRbBBzIrbBUfQUvKZMvIB/KhogJLLa0QEa206IWolRGuopkUYmI+pRRhvQgjyf58p/9s15+/3+/OzD1z79z7OwOXLXdm7sw557N37rkz57T7559//iEpIgGRQKEl0E5AL7R+ZXIiASUBAV0MQSRQAxIQ0GtAyTJFkYCALjYgEqgBCQjoNaBkmaJIQEAXGxAJ1IAEBPQaULJMUSQgoBfMBn7//Xc6deqUuo4fP65mV19fT7fddpu6rr/++oLNOOzphKIPAT1sO4kd3Y8//kibN2+mjz76iE6ePEmnT5+u2qZbt25UV1dHDz30EDU1NdHtt98eew+pYC6BUPUhoJvrMKian3zyiQIc1x9//EH3338/DR48mAYMGKAgLlc+/PBDOnDgAO3evZu++OIL6tixo4Id14gRI4KaX94GE7o+BPScWdSnn35KixYtotbWVurRowc98cQT9Oijj9KNN95oNZNffvmF1q1bR2vWrKEffviBGhsbqaWlhYYPH27VT61Xzos+BPQcWeoLL7xAzz33HN10003qZ3NzM8vo33jjDXr++efp/Pnz6ufChQtZ+i16J3nSh4CeE2t8+OGH1Xv4Y489Rm+99ZaXUWN1gL6x9McyX0plCeRNHwJ6Dqz5lltuoZ9++olef/11tqd4pWnj6T5t2jS6+eab6ezZszmQTvpDzKM+BPT07cTqjnfddRd9//336mn+4IMPWrV1rfzxxx+rp/qdd95J3333nWs3hWyXV30I6AGb47PPPksvvvhiqpBrcWjYn3nmGVq8eHHAUkpvaHnWh4Cenp1Y3en999+nCRMmpLJcj1vGv/feezR+/Hir8Retct71IaAHaJFffvkl3XffffT444+rz19ZFozh7bffVt/dBw0alOVQMrt3EfQhoGdmPpVvfM8996gdbufOnQtidF27diXsqNu3b18Q40l7EEXQh4CettXE3A87rEaOHJnpkr10iNoTv2PHjprbQVcUfQjogYGOXW5YKh47diyokfXs2VMt3bGbrpZKUfQhoAdktTgQ0dDQoHa9zZ8/P6CRES1btkztmjty5EjNHIQpkj4E9IBwWr58uQL8559/tt67XjqNo0eP0rhx49Q/b9q0iXr16pVoptgb36VLFwX8vHnzEvWVl8ac+sCcf/31V/Ul5bPPPqONGzeq/3YttvoQ0F0l7aEdPO3t2rWjzz//3Ln3ixcv0pw5c1T7u+++W73rc4CO/nA67vLly8oDXwuFQx9ROem98fi3pKDb6kNAD8hib731VpoyZYpaIrsWGNMdd9yhnhb4/o2nEhfoeKVYu3YtnTlzxnV4uWrHoQ89Yb3CwglBODcnTZqU6ImOfm30IaAHYnq//fYbderUibZt20Y4MMFRuEHHNlyM7cKFC3TDDTdwDDHYPjj1oVdZ2COPcwT4I8wBuo0+BPRATO3QoUPUr18/4syQxQ06RIVXi4MHD1Lfvn0DkZyfYXDqA3rYsGGDWmGhcIFuow8B3Y+dWPeKJ/mYMWNyAfrWrVtp9OjR1nPMUwMufWgHnH6Cl/5/UpngD6+JPgT0pJJmar9q1SrlRMvDE33lypU0e/ZsppmH2Q2XPuAzwXFfyKxDhw5tnneOpbt+opvoQ0APxM5eeeUVmjVrVi5AX716Nc2cOTMQyfkZBoc+9u7dS9OnT7/CGerjiW6iDwHdj51Y94rtpaNGjcoF6Nu3b1fbdItcOPQR/ZxWSVZJP7Nh6W6iDwE9EGv99ttvqU+fPrkA/fDhw9S7d+9AJOdnGD70gZH6eKKb6ENA92Mn1r0i0D8+WSFWW6VwzSadwrM7ceLEslWnTp3a9q5o0ldpHYwNTjh8eip6IggufZTKkBN0G30I6C4W76kNMqlMnjw50YYZT0NT3WKDxvr161UWmCIX7HHftWsXzZgxg+bOnVsIfQjoAVkstlxec801tGfPnoBG9d9QkCQCXwWKtgUWT1mAjQtbhqMFcy6CPgT0gJDiPkTBOTXbQxSc9+bu66+//moDe+nSpWW7xysK/qhhecxxyIh7Drb6ENC5NZCgvyIdi0wgBi9Nv/rqqza4d+7cedU9hg4dSg888IC6Bg4cqH5fJH0I6F7Myr3TogQ6cJcAT0t4zfVyHLvcSgvCQ2mw8bN9+/Zlb1wUfQjoPHbF1suCBQtoyZIlEkrKUqLagabhLj1hhxj1UbA7d+5sdAcJJWUkJqlkKgE4uBDDHUEJUJBfTYJDVpZe1IEGuJHkIlpwxDQKdpL00BIc0tSKpV5FCSCTKRIkvPPOO6oOsqKOHTuW3nzzTa951kxVovOx4cmWZabVqAMNYJeLSAsHmoabc0MPMqYirbTPvHe+9SFLd1MJM9dDTnMAjmW6Lk8//TQhGwjyluvtk2nkW6s0NR39NasMq1EHGuBGdJtoKedAY1ZTW3d514eA7ssyqvSLAxOAHJ9IUB555BEFOPKdR4vO2Jlm3jV9f52SKc3MqlEHGsDG7rRoMXWg+VJpnvUhoPuyijL9bt68WQGOvckow4YNI+Q2w0aZSkVn7kwTdg2574yqvhxovlSK7+l497906VKq+fA49CGg+7KKSL+ljjYcXsETvKmpyejuOoNnGst4vVz3kUk1TQeakWAtKgFynC5sbW1V58oRHipP+hDQLZRtW7Wcow2Au5zl1pk8feZj03nWuDKoxjnQcDAm6hnndKDZ6qpa/SjkjY2N6lgoXr/wlSQv+hDQOS3i/33FOdpcb6kzeuLTGw6YNDc3u3Z1RTs8xeFwO3/+vIprliRzajUHGvbxR8HWO9BYJuGpk3KQI749Sh70ocUioDMbiKmjzfW2SNeEE1VYQsJ5h89f2L2Fz3I2BY5ApFdCtlasPPCkWrFihXXG1NAdaDYyKa1bDXJdNzR9VJqvgJ7EEiJtXRxtSW6N79q4Jy6sIODQGzJkCPXv379iuGg49Pbv369OYyFJBD7jwU+AC9+JTUreHGgmcypXxwTyaLus9GE6PwHdVFIV6iV1tCW8vTp4AdgB8YkTJ1QgwmoFXvzu3bur4BYAPG7HWJ4daK6ytYU8eh/f+nCdk4DuKDlOR5vjEMo2Q/QXGBsuhI9GQThgAI0rLvFCURxorjJNAnm5e0b1AZ2gaF2Y6MN1HqXtBHRLSfpytFkOw6g6AgeixIWQLpoDzUg4ZSpxQ+46Dh/tBHQLqfp2tFkMxahqJdCL7EAzEkyNQY7pCugGlpG2o81gSEZVNOh4d9fHN/GT6win0SByUKnIT3ItfgG9iiFm7WhzZUQ70CrtvOM8wuk6xlDa1QLk8kSvYG2hOtoqwVHrDjTXPxq1ArmAXmIheXK0mTjQdGy0OGecKyh5bldLkKcKOo4cIh44ruPHjysbqa+vJ8Qyx5V1QoDQHW0uDjRTr3uegXUZe61B7hX06MaBkydP0unTp6vqpFu3blRXV2e8kcNFweXahOpo49iBJqBfrfFahNwL6KVbAREAf/DgwTRgwICKqYYQO/vAgQO0e/dulRzAZWumLfihOdp87EAT0K+0ilqFnBV0xNVatGiRl8MWLS0tbPHKQnG0peFAE9D/A72WIWcDXcfT8nl8MmncshAcbSYOtNIkArYrlWh9Af1fadQ65Cyg6zhaPiNk6kikrvHLsnK0uTjQkoBd2lZAF8i1TSTaMKPjmaUZUscmjlnajjYOB5qAzicBeZL/J0tn0HUcsyyCFsbFM0vL0ebDgcZn5kS1/EQXyK+0JCfQdfyyNCHXw9YRMcvFNfPtaEvDgSagJ5eAQH61DK1B13Gy0liuV1K5jlSq45v5dLRVy8IZegy0WnyiC+TlqbECHfGxELLIZ+RL07/nOmLprFmzVJC+uGQIpv1yZeE0vZ/PerUGukBe2ZqsQA8x2Rwil6KYJEMoJ4bQHGic4NcS6AJ5dcsxBj3k9LHIWfbSSy8ZMRK6A81oEoaVagV0gTzeIIxBz2tC+DgHGkTkKwtnvPj91qgF0AVyMxsyAh3L24aGBpU0YP78+WY9p1Rr2bJlKvnAkSNH2iKaVnOgYVhpZuFMSQxlb1N00AVyc+syAn358uUKcAjWNlFAdCjwkk+cOLHtn6ZOnUorV65UuaxcC5xwyJyBHXow7G3btpXt6qmnnmrLEtK+fXvX2+WqXZFBF8jtTNEIdHjaYTQI+u9aADk2smiw8a48YcIE9RROCjtOx5WObdq0aW1gd+7c2XXYuW5XVNAFcnuzNAIdMcamTJmilsicBfBjtbBp0ybq1auXc9d4pXj55ZfptddeU3DHJSVwvlHOGhYRdIHczQhjQUcA+k6dOqklMZbHnIULdOzQw9guXLgQm6CAc/yh91U00AVyd4uLBf3QoUPUr1+/2CQALkPA8da9e/eqDJ5Jl9cw6oMHD1Lfvn1dhlLINkUCXSBPZqKxoONJjtQ+3AEGAfigQYPU68DChQuTzQIB6tu1U6mH8KlMyr8SKAroAnlyi44FfdWqVTRnzhxW0DXkHF53LQIYNZx6s2fPTi6VgvRQBNAFch5jjAUdQRuwn5zriX706FEaN24cIRoNx5I9Cvrq1atp5syZPJIpQC95B10g5zPCWNB37NhBo0aNYgHdF+R6mbp9+3YaOXIkn3Ry3lOeQRfIeY0vFnSc5urTp09i0H1CrkE/fPgw9e7dm1dCOe4tr6AL5PxGFws6Ei8gpzZCMiNmm2vRASTLtU/6ro6xwQmHT4FZJ4JwlY+PdnkEXSD3YQmG2VSRSWXy5MnsG2a4poQNMytWrKBXX31VNsxEhJo30AVyLiKu7if2iY4m2AKLaCp79uzxN5IEPSNJBLbXRotsgc3X5zWBPAEABk2NQOc61GIwHusqcqilssjy8kQXyK3N3rqBEehyTNVarkE0yAPoAnk6pmIEOoYigSfSUQjnXUIHXSDn1Hb1voxBl1BS6SmF604hgy6Qc2nZrB9j0NGdBId8IPHhGzO18NQKFXSBnEe/Nr1YgY6MqSNGjCCfedZMB6/zsT355JO0ZcsWCfdcRnAhgi6Qm1o4bz0r0HFrvfElhAQO+uSbJHAobxShgS6Q88Jr05s16OhcZ1DNMiVTucyqkpLpStWHBLpAboMlf10n0DEMnUk1Tdh13rW4jKqSZPFfQwkFdIGcH1zbHp1Bx410RtU0lvE631pcJtWoACRtcjslDq4jxrbGhfoCuYvU+NskAh3D0ZlVfeZj03nWymVQNREJztQvXryYzWFnck/UieZx27VrF+GAULTgKwaCWeqLOwx11k90gdzUUvzXSww6hqgzrCKYBA6YNDc3s4wcT3E43JBfTWdOde3Yp8POdEzRxBIA//Lly21NfWRmzRJ0gdzUKtKpxwI6hopMq3PnzqXW1lbq0aMH4fMXdtPZJnzA3vV169bRmjVrCM61xsZGdTIN8eU4im+HnekY41JF4bht9Gnvcs4+K9AFclMrSK8eG+h6yNhBh3djXHiK4uTbkCFDqH///hXDRcOht3//fnU6DokYOnbsSE1NTerCd3sfJS2HnenYfSR/zAJ0gdxU4+nWYwddDx8HYQA7ID5x4gSdPXu26szgxe/evbsKbgHA00rCkLbDzlS9HOmc0wZdIDfVbvr1vIFeOhVEf4Hx6gu/B8z6QhSbLEtWDjvTObs49tIEXSA31WQ29VIDPZvp2d01BIed6YhNHHs7d+5U3fn+vCaQm2otu3oCehnZh+KwMzWLNBx7lcYikJtqKdt6AnoV+YfmsDM1Fe3Yg6+jXEHSzKhH39UfIpCbaiT7egK6gQ5CddjFDV2/o8MZiu/2+jpz5swVTbHbMAq+SR48gTxO+mH9XkC30EfoDrvSqVRyxrk49qJ9C+QWRhNIVQHdUhF5ctiZet1NHHv6iY/NUMjcg41R2MyE7DhdunSxlKJUT1sCArqjxEN12GE//alTp9QFIFEAI2Lz44pLcBHn2Lv22mvp77//Vn29++67NHjwYEcJ1kaz0s/K2OpcX19vrA8uKQnoCSWZtcMuujHp5MmTdPr06aoz6tatG9XV1RlvTNKOPex4/OCDD+jPP/+8on8ux15CNQTT3HajmK0+XCcqoLtKrqRd2g670q3GSGKBp+uAAQMqps5C6qoDBw7Q7t27VcIL063G0Xdy5OGbMmWK6gfOPQ7HHpMKMu0mTX24TFRAd5FalTa+HXaI27do0SIvh4daWlpo+PDhV8wuzvGW1LHHLP7Uu/N5mKucPlwnKKC7Sq5KO18OOx2vz+dxYB2HD9OLg7ycCGwcewMHDvQg/fS6TON4dlQfSWYmoCeRXkxbToedjtPnMwKvjqyLg0U4JpzUux7n2OM4iutRfVW71gFX0tIHXruSFAE9ifQM2yZ12On4fGmG7Lruuuvo0qVLrJ/QfBzFNVQBa7UsQqjFxUmMm6CAHichxt+7OOy0UWURhLNDhw7qtKGv7+QcR3EZ1WPUVZZBUW3iJZZORkA3Ui9vJVOHnV4epgm5nqmOuOsap89FYqE79kIIc+6qDwHdxSIZ2sQ57LSjJ43leqXp6Mi7SeP1uYqrmmMPfQ4dOrRtj75vx15IiUtc9CGgu1ohU7tyDrvx48fT6tWryWdkXdPh6wi88DNwxe0zvXe0XpxjD3VHjx7dBr5LjL1K49KpyPKsDwHdxeo8tCl12OET2rlz5zzcyb7Lrl27EnZw7du3z76xpxZpOvZCTC5qqw8B3ZMhuna7YMECWrJkCWW5ZC8du17C79ixw1uwTld56Xa+HHshpwu30YeAntTCmNsjRDZ2Wx07doy552Td9ezZUy3dEYo7DyXq2Nu2bdtVQzZNnlEUfQjoAVktnkoNDQ0qCcb8+fMDGhnRsmXLVDKNI0eOpBahl1MAUceejqUX7b+cY69I+hDQOa0pYV/Lly9XgGPrqW3iC33rvXv3XuU0mzp1Kq1cuZLwXdy1ILEGvqcD+Hnz5rl2E0S7qGNv6dKlZccExx6CamJHGrc+cMNhw4ap7EMm0XzKDdBWHwJ6EKb37yCQ7ALBIpDEgqvAaTVhwgT1FE4KO07HIY0UHIdFKlHHHnwj0QKdJNEH/vBOnz6dNm3aRL169WIVm40+BHRW0SfrDGe7cQQUS2TOgifHhg0bEj1BMB68Uqxdu/aqo6mcYw2hL+3YmzFjhkozlkQfPkG30YeAHoJlEREikXTq1IngOMIOLM7CBTp26GFsFy5coKwTbnDKp1xfiNSDOSbVh0/QbfQhoPu2GMP+Dx06RP369WNPtnD06FEaN26ceq/GEj5pwavFwYMHqW/fvkm7Cro9vPYIspE0+UU5n0nS9/Oo4Ez1IaAHYm54cowZMyaxYWE6Gu5vvvlGzY7rTDP6gmFt3bpV7UIrcsE3ahzTTQp6qYwuXrxIc+bMoa+//prlvd1UHwJ6INa6atUqZQDchoXpYZ/2li1b2AwrEJGlMgwf+uBcZQF0OFlnz55dVR4CeirmEn8TnGibNWuWF9C1533SpEmJl+86hHT8jIpRwwfoWh/33nsvLVy4MJGgBPRE4ku/sa+lImbCDTrCR48cOTJ9IaV4R5/60O/t2AEJ2JMUWbonkV4GbbmcP5XeCfHJKMkGDd0vDOvw4cPEeTosA3HH3tKXPvSyfezYsYmf5tpnYuIclaV7rMrTqaA/52AnFmK2uRbAPHHixCuab9y4MfGSHR1ibHDC4VNgXCII1/GH0s6nPjie5FF9mHzuFNBDsSwilb1j8uTJiTZo+JwONmisX79eZYGphZIHfZhuYBLQA7JYbLdEyp49e/YENKr/hoIkEXBOFW0LbCVhF0kfAnpASHEcavE1HdtDFL7GkWa/RdKHgJ6m5cTcq0jHIgMSq/NQiqQPAd3ZDPw0LEqgAz/SSb/XouhDQE/fdqresSihiwITq/NwiqIPAd3ZBPw1LEIwQn/SSb/nIuhDQE/fbmLvqMML+8zrFTuI/1fQ+djwZCvNtGraR97rhagP2/DbAnqgVhhSwgDO02+Bijt2WCHpQxI4xKorXxVCSAGEXXpJM3nmS+qVRxuCPiQlU1GsqWQeWSb1S5rBs4gqyVIfkmSxiBYVmVMWaXqTGFXB1UFZ6CPpH115R8+JVerMqj7zf+k8a67Lw5yIkmWYaeqD4/VJQGdRezqd6AyryMuGAybNzc0sN0bKJTjczp8/r46yIsmjlHgJpKEPLkeogB6vz6Bq4IgjQhC3trZSjx49CJ+/sHvLNuED9q4jvdKaNWsIGV0bGxtpxYoVmWZMDUrQhoPxqY+Wlha2T5oCuqFCQ6uG79qbN29WF3Kt46TVkCFDqH///hXDRSM88P79+9XpOCQl6NixIzU1NalrxIgRoU0xV+MJXR8Ceq7M6erB4uAFYAfEJ06coLNnz1adEbzG3bt3V8EtADgyuEjhk4CtPpD+uK6uzrs+BHQ+HQfRE6K/wNj0hUEBZn0VPfFCEEqIDKJUH4g3UF9fr4KM4EorUo+AHpplyHhEAh4kIKB7EKp0KRIITQICemgakfGIBDxIQED3IFTpUiQQmgQE9NA0IuMRCXiQgIDuQajSpUggNAkI6KFpRMYjEvAgAQHdg1ClS5FAaBL4H74CqXrkMJ8wAAAAAElFTkSuQmCC)

Рис. 1. Рисунок графа.

Характеристиками графа являются:

1. Количество вершин (целое число).
2. Матрица смежности (рис. 2). Матрица смежности представляет из себя матрицу, где заголовки строк и столбцов соответствуют номерам вершин графа, а само значение каждого ее элемента a(i,j) определяется наличием или отсутствием ребер между вершинами i и j: если ребро есть на пересечении будет 1, если ребра нет 0. Так как в программе реализуются неориентированные графы, то матрица смежности симметрична относительно главной диагонали.

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
|  | 1 | 2 | 3 | 4 | 5 |
| 1 | 0 | 1 | 1 | 0 | 0 |
| 2 | 1 | 0 | 1 | 1 | 1 |
| 3 | 1 | 1 | 0 | 1 | 1 |
| 4 | 0 | 1 | 1 | 0 | 0 |
| 5 | 0 | 1 | 1 | 0 | 0 |

Рис. 2. Матрица смежности

## Описание алгоритмов

### Описание алгоритма распознавания хордальных графов

Описание алгоритмов поиска наибольшего независимого множества и оптимальной вершинной раскраски для графов общего вида можно найти, например, в [2,3,5], а для хордальных графов в [2,9].

Чтобы определить является ли граф хордальным или нет, понадобится нахождение в нем симплициальных вершин. Вершина называется симплициальной, если ее окрестность является порожденным полным подграфом.

Алгоритм распознования заключается в непрерывном нахождении сиплициальных вершин в графе и их удалении, после удаления одной из таких вершин хордальность графа должна сохраняться, иначе граф не является хордальным.

### Описание алгоритма построения хордального графа

Генерируем случайный граф с нужным количеством вершин и делаем его гарантированно связным. Например, можно сгенерировать путь из всех вершин и недостающие ребра добавить в граф.

Далее начинаем построение дерева, пока не задействуем все вершины. Для его построения будем пользоваться алгоритмом поиска в глубину.

Создаем стек и добавляем в него нулевую вершину – корень нашего дерева. Далее строим DFS дерево. Если во время построения нам попадается цикл больше 3 (смотрим циклы только с вершинами, находящимся в стеке), то из активной вершины проводим ребра ко всем вершинам цикла. Если циклов за раз оказалось несколько, то проставляем ребра тому циклу, чья вершина, образующая цикл, находится глубже в стеке.

Первоначальное построение закончится, когда опустеет стек.

Далее смотрим у каких вершин есть несколько детей и дополнительно проставляем ребра между всеми вершинами, начиная от этого родителя до корня.

### Описание алгоритма нахождения наибольшего независимого множества в связном графе

Чтобы найти наибольшее независимое множество в связном графе, воспользуемся такой структурой данных как очередь. Вначале добавляем в нее исходный граф, потом промежуточные графы на каждой итерации.

Каждый раз извлекаем из очереди граф, дублируем его и находим в нем вершину с наибольшей окрестностью. Далее в одной копии мы удаляем саму вершину с наибольшей окрестностью в другом конкретно ее окрестность (то есть все смежные с ней вершины) После проверяем оба графа на пустоту. Если матрица смежности пуста, значит мы нашли независимое множество. Определяем является ли оно наибольшим, сравнив с предыдущим наибольшим множеством. Если новое множество оказалось наибольшим, заменяем старое множество новым. Если матрица смежности оказалась непустой, то добавляем получившийся граф в очередь для дальнейших преобразований.

Алгоритм выполняется пока очередь не станет пустой.

### Описание алгоритма нахождения наибольшего независимого множества в хордальном графе, основанного на факте наличия в нём смежно поглощающей вершины

Для нахождения наибольшего независимого множества в хордальном графе, мы ищем вершину, которая смежно поглощает другую (т.е. первая вершина смежна второй вершине, и вся окрестность второй вершины содержится в окрестности первой). Если независимое множество содержит первую вершину, то не может содержать вторую, следовательно, будем удалять вершину с большей окрестностью. Удаляем поглощающие вершины до тех пор, пока матрица смежности не опустеет (не останется ребер).

### Описание алгоритма нахождения наибольшего независимого множества в хордальном графе, основанного на факте наличия в нём симплициальной вершины

Для нахождения наибольшего независимого множества в хордальном графе можем использовать факт обязательного наличия в нём симплициальной вершины.

Идём по порядку по всем вершинам и проверяем их симплициальность. Первую найденную симплициальную вершину удаляем из графа. Повторяем процедуру пока граф содержит ребра.

Оставшиеся вершины и есть искомое множество.

### Описание общего алгоритма поиска оптимальной вершинной раскраски в произвольном графе (алгоритм с экспоненциальной сложностью)

Изначально проверяем граф на полноту - если граф полный, то вершинная раскраска по размеру равна всем вершинам в графе.

Если все же граф не полный, то создаем очередь и помещаем в нее исходный граф.

Далее пока очередь не пуста, вынимаем оттуда граф и создаем две его копии. В первой копии проводим ребро между несмежными вершинами, а во второй копии объединяем две несмежные вершины. Если получившиеся графы не полны, то помещаем их в очередь. Модифицируем графы пока из них не получатся полные графы.

Итогом алгоритма будет полный граф с наименьшим числом вершин. Это число и будет хроматическим числом графа.

Также алгоритм сохраняет какую вершину в какой цвет покрасил, поэтому на выходе будет не только хроматическое число, но и сама раскраска вершин.

### Описание полиномиального алгоритма поиска оптимальной вершинной раскраски для хордального графа, основанного на использовании факта наличия в нём симплициальной вершины

Если рассматриваемый граф полный, то вершинная раскраска состоит из всех вершин графа.

Если граф не полный, то создаем пустой вектор. Пока хордальный граф не пустой будем искать в нем симплициальную вершину. Найдя такую, записываем ее в вектор и смотрим размер ее окрестности: размер наибольшей клики в хордальном графе будет равен хроматическому числу. Далее удаляем эту вершину из графа.

Когда граф опустеет, в векторе образуется очередь из симплициальных вершин, а также мы уже будем знать хроматическое число графа.

Последним шагом будет раздача цветов всем вершинам в обратном порядке добавления их в вектор.

# Структура программы

Код программы находится в файлах:

**main.cpp** содержит основную функцию с тестом программы,

**Graphs.h** – заголовочный файл, содержащий объявление класса Graph,

**Graphs.cpp** – файл, содержащий реализацию основных функций класса Graph,

**ChordalGraphs.cpp** – файл, содержащий реализацию методов хордальных графов,

**IndependentSet.cpp** – файл, содержащий различные реализации методов для поиска независимых множеств,

**Coloring.cpp** – файл, содержащий различные реализации вершинных раскрасок графов

**ExtraFuns.h**- заголовочный файл, содержащий объявление дополнительных функции, необходимых для решения задач,

**ExtraFuns.cpp** – файл с реализацией дополнительных функций.

**Tests.h** – заголовочный файл, содержащий объявление различных тестов с графами

**Tests.cpp** – файл, содержащий реализацию тестов

## Класс Graph

class Graph

{

private:

int n;

int\* M;

public:

Graph();

Graph(int \_n);

Graph(int \_n, std::vector<int> \_M);

Graph(const Graph& tmp);

~Graph();

const Graph& operator = (const Graph&);

bool operator == (const Graph&) const;

int GetN();

int\* GetM();

Graph Mark\_Graph();

Graph ReduceVert(int v);

int Find\_Ver\_Most\_Rel();

int Find\_Ver\_Less\_Rel();

Graph ReduceNeighborVert(int v);

bool IsCompleteGraph();

Graph Fill\_Graph();

void Gen\_ChordalGr();

bool IsCompleteArea(vector<int> arr, int\* \_M) const;

int SimplVer();

bool isChordalGraph() const;

vector<int> Independent\_set\_for\_ChordalGr\_Absorb\_Ver();

vector<int> Independent\_set\_for\_ChordalGr\_Simpl\_Ver();

int ClickNumber(int);

void Coloring\_for\_ChordalGr();

int AbsorbVer();

bool Is\_empty\_matrix() const;

vector<int> Independent\_Set();

void Coloring\_General();

pair <int, int> PairNonAdjVert();

Graph UnionPairVert(int, int);

static vector<int> LabelingUnionVerts(vector<int>, int, int);

int Check\_Cycle\_with\_Vert(int, std::vector<int>);

int Find\_Unused\_Vert(int top, std::vector<int> used);

friend istream& operator >> (istream& input, Graph& g);

friend ostream& operator << (ostream& output, const Graph& g);

};

*Поля класса:*

int n – количество вершин в графе.

int\* M – матрица смежности.

*Методы класса:*

Graph();

***Назначение:*** конструктор по умолчанию.

Graph(int \_n);

***Назначение:*** конструктор с параметрами (принимает заданное количество вершин).

Graph(int \_n, std::vector<int> \_M);

***Назначение:*** конструктор с параметрами (принимает заданное количество вершин и матрицу смежности).

Graph(const Graph& tmp);

***Назначение:*** конструктор копирования.

~Graph();

***Назначение:*** деструктор.

const Graph& operator = (const Graph&);

***Назначение:*** перегрузка оператора = (принимает константную ссылку на граф).

bool operator == (const Graph&) const;

***Назначение:*** перегрузка оператора == (принимает константную ссылку на граф).

int GetN();

***Назначение:*** функция, возвращающая количество вершин в графе.

int\* GetM();

***Назначение:*** функция, возвращающая матрицу смежности в графе.

Graph Mark\_Graph();

***Назначение:*** функция, маркирующая вершины графа.

Graph ReduceVert(int v);

***Назначение:*** функция, удаляющая вершину и всю ее окрестность в матрице смежности (принимает индекс вершины, которую надо удалить).

int Find\_Ver\_Most\_Rel();

***Назначение:*** функция, находящая вершину с наибольшей окрестностью.

int Find\_Ver\_Less\_Rel();

***Назначение:*** функция, находящая вершину с наименьшей окрестностью (больше 0).

Graph ReduceNeighborVert(int v);

***Назначение:*** функция, удаляющая окрестность вершины (принимает вершину, окрестность которой надо удалить).

bool IsCompleteGraph();

***Назначение:*** функция, проверяющая граф на полноту.

Graph Fill\_Graph();

***Назначение:*** функция, заполняющая пустой граф ребрами (на выходе гарантированно будет связный граф).

void Gen\_ChordalGr();

***Назначение:*** функция, генерирующая хордальные графы.

bool IsCompleteArea(vector<int> arr, int\* \_M) const;

***Назначение:*** функция, проверяющая является ли окрестность вершины полным графом (принимает вектор, содержащий окрестность вершины и матрицу смежности).

int SimplVer()

***Назначение:*** функция, возвращающая первую найденную симплициальную вершину (если такая есть).

bool isChordalGraph() const

***Назначение:*** функция, возвращающая true, если граф хордален.

vector<int> Independent\_set\_for\_ChordalGr\_Absorb\_Ver();

***Назначение:*** функция, находящая наибольшее независимое множество в хордальном графе (с использованием смежно поглощающей вершины).

int AbsorbVer();

***Назначение:*** функция, находящая вершину, которая поглощает окрестность другой смежной с ней вершины.

bool Is\_empty\_matrix() const;

***Назначение:*** функция, возвращающая true, если матрица смежности графа пуста (не содержит ребер).

int ClickNumber(int);

***Назначение:*** функция, считающая мощность клики.

void Coloring\_for\_ChordalGr();

***Назначение:*** функция, считающая хроматическое число и выводящая цвета вершин в хордальном графе.

vector<int> Independent\_Set();

***Назначение:*** функция, находящая наибольшее независимое множество в связном графе.

void Coloring\_General();

***Назначение:*** функция, считающая хроматическое число графа и выводящая цвета вершин.

pair <int, int> PairNonAdjVert();

***Назначение:*** функция, находящая пару несмежных вершин.

Graph UnionPairVert(int, int);

***Назначение:*** функция, объединяющая пару несмежных вершин.

static vector<int> LabelingUnionVerts(vector<int>, int, int);

***Назначение:*** функция, маркирующая вершины.

int Check\_Cycle\_with\_Vert(int, std::vector<int>);

***Назначение:*** функция, находящая цикл среди выбранных вершин.

int Find\_Unused\_Vert(int top, std::vector<int> used);

***Назначение:*** функция, находящая еще неиспользованные вершины в алгоритме.

friend istream& operator >> (istream& input, Graph& g)

***Назначение:*** перегрузка операции ввода для графа.

friend ostream& operator << (ostream& output, const Graph& g)

***Назначение:*** перегрузка операции вывода для графа.

# Описание экспериментов

## Задание и распознавание хордальных графов

Для определения корректности работы программы и для вычисления временных зависимостей относительно количества заданных вершин проведем ряд экспериментов.

Для начала проверим есть ли зависимость между хордальностью графа, числом вершин в графе и количеством ребер (график 1).

График 1. Вероятность хордальности графа при увеличении числа вершин.

В ходе исследования можно сделать вывод, что чем больше вершин в графе, тем меньше вероятность, что он при случайном генерировании ребер будет хордальным. Также, чем больше ребер в графе (чем ближе к полному), тем выше вероятность, что он будет хордальным. Однако, создавать только полные графы или почти полные не целесообразно, поэтому для проведения качественных и информативных тестов для дальнейших исследований потребовалось создать алгоритм, генерирующий хордальные графы.

Рассмотрим время создания хордального графа в зависимости от количества вершин (график 2).

График 2. Временная зависимость алгоритма построения хордального графа от числа вершин.

По результатам можно заметить, как сильно время алгоритма зависит от количества вершин в графе, так как в ходе него осуществляется обход по всем вершинам графа.

Теперь исследуем временную зависимость выполнения алгоритма распознавания хордальности от числа вершин в графе (график 3).

График 3. Временная зависимость алгоритма распознавания хордальности от числа вершин в графе.

На основе результатов делаем такой же вывод, что в предыдущем испытании.

## Исследование работы алгоритмов поиска наибольшего независимого множества

Далее рассмотрим время выполнения алгоритмов нахождения наибольшего независимого множества в хордальном графе и сравним результаты (график 4).

На графах испытывается общий алгоритм нахождения наибольшего независимого множества и адаптированные алгоритмы для хордальных графов.

График 4. Время выполнения нескольких алгоритмов поиска наибольшего независимого множества.

По результатам испытаний можно увидеть, что время выполнения алгоритмов для хордальных графов примерно одинаково, тогда как время общего алгоритма в разы больше на тех же графах. К тому же при одинаковом количестве вершин общий алгоритм показывает абсолютно различное время: при проведении тестов разница во времени составляла 10-20 раз для общего алгоритма (представлено наименьшее время работы общего алгоритма поиска в испытаниях для наглядности графика).

Рассмотрим отдельно два алгоритма поиска наибольшего независимого множества для хордальных графов и поэкспериментируем с количеством вершин и заполнением графов рёбрами (график 5, график 6).

График 5. Время нахождения наибольшего независимого множества в хордальных графах с помощью алгоритма со смежно поглощающими вершинами с разным числом вершин и заполненностью графа

График 6. Время нахождения наибольшего независимого множества в хордальных графах с помощью алгоритма с симплициальными вершинами с разным числом вершин и заполненностью графа

По результатам тестов можно сделать вывод, что время выполнения алгоритма со смежным поглощением в целом не зависит от степени заполненности графа, тогда как в алгоритме с симплициальными вершинами такая зависимость есть: чем меньше заполненность графа тем дольше выполняется алгоритм. Разница во времени у двух алгоритмов незначительна и все же алгоритм со смежным поглощением чаще выполняется быстрее.

Посмотрим теперь как меняется число независимости в хордальном графе в зависимости от количества вершин и разной вероятностью образования рёбер (график 7).

График 7. Среднее число независимости в хордальном графе с разным числом вершин и вероятностью выпадения ребра.

Число независимости в хордальном графе растет пропорционально увеличению вершин, резких скачков показателей нет. Больший рост числа независимости виден при уменьшении вероятности выпадения рёбер в графе, что следует из определения, так как чем меньше ребер, тем меньше смежных вершин.

Проведем подобные исследования и на произвольных графах (график 8).

График 8. Среднее число независимости в произвольном графе с разным числом вершин и вероятностью выпадения ребра.

Результаты тестов, проведенных на произвольных графах, примерно совпадают с результатами тестов проведенных на хордальных графах: с увеличением числа вершин и с уменьшением вероятности выпадения рёбер число независимости растет.

Однако есть некоторое различие в среднем значении числа независимости для одинакового числа вершин в графе и выпадения рёбер.

Чтобы наглядно увидеть разницу, занесем результаты тестов по среднему числу независимости в один график (график 9). Сплошные ломанные визуализируют результаты экспериментов, проведенных на хордальных графах, пунктирные ломанные – на произвольных.

График 9. Число независимости для произвольных и хордальных графов (зависимость от количества вершин и вероятности выпадения рёбер).

По результатам тестов видно, что при одинаковых показателях в среднем число независимости у хордального графа выше, чем у произвольного. Данную особенность можно объяснить спецификой строения хордальных графов: сгенерированные хордальные графы менее разнообразны по своей структуре, чем произвольные.

## Исследование работы алгоритмов нахождения вершинной раскраски

Рассмотрим теперь алгоритмы раскрасок.

Запуская тесты с общим алгоритмом раскраски, сразу сталкиваешься с проблемой, что при одинаковом количестве вершин тесты выдают абсолютно разное время, и это не удивительно. Время выполнения зависит от того насколько граф “близок” к полному: чем меньше ребер между вершинами, тем дольше будет работать алгоритм, так как он базируется на том, чтобы объединять вершины и проводить ребра до образования полных графов.

В ходе экспериментов будем генерировать произвольный граф с 10 вершинами и с вероятностью ребра 0,8, в этом случае в среднем получаются такие результаты (график 10):

Если в графе хроматическое число 8, то работает алгоритм 1млс, если – 7, то работает 3 млс, примерно те же результаты при хроматическом числе 6 и 5, при 4 – 5 млс.

Сгенерируем так же граф из 10 вершин, но уже с вероятностью ребра 0,5.

Результаты:

При хроматическом числе – 5, работает 18 млс; при 4 работает 31 млс, при 3 – 41 млс. Видно, что в выпадающих графах за счет уменьшения вероятности выпадения ребра сократилось и хроматическое число и, соответственно, увеличилось время выполнения алгоритма.

Теперь еще уменьшим вероятность генерации ребра до 0,3

Почти всегда выпадают графы с хроматическим числом 3 и работает алгоритм от 100 до 500 млс.

График 10. Время выполнения общего алгоритма раскраски на произвольном графе с 10 вершинами и разной вероятностью генерирования ребер

При увеличении числа вершин всего лишь до 15 временные показатели значительно вырастают (график 11):

Вероятность ребра 0,8:

хроматическое число 9 – 50млс, 8 – 90млс, 7 – 200млс, 6 – 600млс, 5 – 1500млс.

Вероятность ребра 0,5:

хроматическое число 6 от 1000 до 7000млс, 5 от 2500 до 20700млс, 4 – от 27900 до 49900млс.

Вероятность ребра 0,3:

хроматическое число 3 – 218000млс.

График 11. Время выполнения общего алгоритма раскраски на произвольном графе с 15 вершинами и разной вероятностью генерирования ребер.

Можно сделать вывод, что время выполнения алгоритма зависит в большей части не от количества вершин, а от заполненности графа ребрами. Это очень неудобно, так как при одинаковом количестве вершин алгоритм на разных графах может работать в тысячи раз дольше, из-за этого невозможно посчитать среднее время работы при определенном количестве вершин, а, следовательно, использовать данный алгоритм где-то.

Теперь рассмотрим время выполнения общего алгоритма раскраски и раскраски для хордального графа на одинаковых хордальных графах (график 12).

Для исследования сгенерируем хордальный граф из 50 вершин. Хордальный алгоритм зависит лишь от числа вершин в графе и, следовательно, время выполнения на разных графах с данным числом вершин примерно одинакова – 16 млс. Что же получается по времени у общего алгоритма: здесь оно варьируется от 1 млс до 236600 млс на тех же графах.

При генерировании графов из 100 вершин среднее время выполнения хордального алгоритма раскраски 63. Среднее время общего варианта раскраски, отследить невозможно. При генерировании графов из 150 вершин почти всегда тесты останавливаются на общем алгоритме из-за нехватки памяти.

График 12. Время выполнения хордальной раскраски.

Проведем следующие испытания, выявляющие среднее хроматическое число в хордальном графе с различным количеством вершин и ребер в нем (график 13).

График 13. Хроматическое число в хордальном графе в зависимости от количества вершин и вероятности выпадения в нем рёбер.

В результате данного испытания можно прийти к выводу, что хроматическое число растет пропорционально увеличению количеству вершин и повышению вероятности образования ребра, резких скачков в наблюдениях нет. Также можно заметить, что в хордальном графе в раскраске приходится использовать достаточно большое число цветов. Данное наблюдение объясняется спецификой алгоритма построения хордального графа, которому приходится достраивать большое число ребер для обеспечения хордальности, из-за чего образовываются большие клики, от которых и зависит хроматическое число в хордальном графе.

Теперь попробуем провести подобное испытание на графах с тем же количеством вершин и вероятностью появления ребра, но уже на произвольных графах.

Ожидаемо, но мощи вычислительной машины хватило только на графы в пределах 20 вершин. Добавим в эксперимент графы из 15 вершин для прослеживания общей динамики. Результаты испытаний представлены на графике ниже (график 14).

График 14. Хроматическое число в произвольном графе в зависимости от количества вершин и вероятности выпадения в нем рёбер.

Среднее хроматическое число равномерно растет по мере увеличения числа в графе. При снижении вероятности заполнения графа рёбрами хроматическое число уменьшается, так как становится меньше связей между вершинами.

Так как у произвольных связных графов нет никаких требований к построению, то хроматическое число у них в среднем ниже, чем у хордальных.

# Заключение

В ходе практической работы была разработана и реализована программа, которая может генерировать графы с заданным количеством вершин. Были реализованы алгоритмы: построения хордальных графов, их распознавания, нахождения наибольшего независимого множества для связных и хордальных графов, а также нахождения вершинной раскраски в связных и хордальных графах.

По результатам испытаний можно сделать такой вывод о том, что использовать общие алгоритмы на графах нерационально: все испытания указывают на то, что время выполнения таких алгоритмов непостоянно, поэтому предугадать затратность по ресурсам такого алгоритма в конкретном случае почти нереально.

Разумным выходом из данной ситуации является усовершенствование алгоритмов, необходимых для решения поставленных задач. Для этого необходимо выявить категории графов, которые используются в исследуемой области и сведение каждого алгоритма под теоретическую базу каждого из них. Таким образом, заметно внушительное улучшение по времени выполнения алгоритмов, а также предсказуемость и стабильность результатов.
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# Приложение

Graphs.h

#ifndef GRAPHS\_H

#define GRAPHS\_H

#include <iostream>

#include <iomanip>

#include <utility>

#include <vector>

using namespace std;

class Graph

{

private:

int n;

int\* M;

public:

Graph();

Graph(int \_n);

Graph(int \_n, std::vector<int> \_M);

Graph(const Graph& tmp);

~Graph();

const Graph& operator = (const Graph&);

bool operator == (const Graph&) const;

int GetN();

int\* GetM();

Graph Mark\_Graph();

Graph ReduceVert(int v);

int Find\_Ver\_Most\_Rel();

int Find\_Ver\_Less\_Rel();

Graph ReduceNeighborVert(int v);

bool IsCompleteGraph();

Graph Fill\_Graph();

void Gen\_ChordalGr();

bool IsCompleteArea(vector<int> arr, int\* \_M) const;

int SimplVer();

bool isChordalGraph() const;

vector<int> Independent\_set\_for\_ChordalGr\_Absorb\_Ver();

int AbsorbVer();

int ClickNumber(int);

void Coloring\_for\_ChordalGr();

vector<int> Independent\_set\_for\_ChordalGr\_Simpl\_Ver();

bool Is\_empty\_matrix() const;

vector<int> Independent\_Set();

void Coloring\_General();

pair <int, int> PairNonAdjVert();

Graph UnionPairVert(int, int);

static vector<int> LabelingUnionVerts(vector<int>, int, int);

int Check\_Cycle\_with\_Vert(int, std::vector<int>);

int Find\_Unused\_Vert(int top, std::vector<int> used);

friend istream& operator >> (istream& input, Graph& g)

{

for (int i = 0; i < g.n \* g.n; i++)

input >> g.M[i];

return input;

}

friend ostream& operator << (ostream& output, const Graph& g)

{

output << "Quantity of vertex is " << g.n << endl;

output << "The adjacency matrix: ";

for (int i = 0; i < g.n \* g.n; i++)

{

if (i % g.n == 0)

output << endl;

output << setw(5) << setprecision(2) << right << g.M[i];

}

output << endl;

return output;

}

};

#endif

ChordalGraphs.cpp

#include <ctime>

#include <stack>

#include <vector>

#include "Graphs.h"

#include "ExtraFuns.h"

int Graph::Check\_Cycle\_with\_Vert(int top, std::vector<int> used) {

int check\_v = used[top];

int cycle\_v = -1;

while (check\_v != 0) {

check\_v = used[check\_v];

if (M[top \* n + check\_v] == 1) {

cycle\_v = check\_v;

}

}

return cycle\_v;

}

int Graph::Find\_Unused\_Vert(int top, std::vector<int> used) {

for (int i = 0; i < n; i++)

if (M[top \* n + i] == 1 && used[i] == -1)

return i;

return -1;

}

void Graph::Gen\_ChordalGr() {

unsigned int start\_time = clock();

stack<int> stack;

stack.push(0);

vector<int> used(n);

for (int i = 0; i < n; i++)

used[i] = -1;

used[0] = 0;

while (!stack.empty()) {

int top = stack.top();

int cycle\_v = this->Check\_Cycle\_with\_Vert(top, used);

if (cycle\_v != -1) {

int new\_adj\_v = used[top];

while (new\_adj\_v != cycle\_v) { //проставляем новые ребра чтобы триангулировать граф

new\_adj\_v = used[new\_adj\_v];

M[top \* n + new\_adj\_v] = 1;

M[new\_adj\_v \* n + top] = 1;

}

}

int new\_top = -1;

while (new\_top == -1 && !stack.empty()) {

top = stack.top();

new\_top = this->Find\_Unused\_Vert(top, used);

if (new\_top != -1) {

used[new\_top] = top;

top = new\_top;

stack.push(top);

}

else {

stack.pop();

}

}

}

vector<int> branches(n);

for (int i = 0; i < n; i++)

branches[i] = 0;

for (int i = 0; i < n; i++)

branches[used[i]]++;

int full\_rel = 0;

for (int i = 1; i < n; i++)

{

if (branches[i] >= 2)

{

for (int ind = i; ind != full\_rel; ind = used[ind]) {

if (ind == 0)

break;

for (int ind2 = used[ind]; ind2 != 0; ind2 = used[ind2])

{

M[ind \* n + ind2] = 1;

M[ind2 \* n + ind] = 1;

}

full\_rel = ind;

M[ind \* n + 0] = 1;

M[ind] = 1;

}

}

}

unsigned int end\_time = clock();

unsigned int search\_time = end\_time - start\_time;

cout << "---------------------------" << endl;

cout << search\_time << " Gen Chord graph time" << endl;

cout << "---------------------------" << endl;

}

bool Graph::IsCompleteArea(vector<int> arr, int\* \_M) const

{

for (int i = 0; i < arr.size(); i++)

for (int j = i + 1; j < arr.size(); j++)

if (\_M[arr[i] \* n + arr[j]] != 1)

return false;

return true;

}

int Graph::SimplVer()

{

for (int i = 0; i < n; i++)

{

vector<int> arr;

for (int j = 0; j < n; j++)

if (M[i \* n + j] == 1)

arr.push\_back(j);

if (arr.empty())

continue;

if (IsCompleteArea(arr, M))

return i;

}

return -1;

}

bool Graph::isChordalGraph() const

{

Graph tmp(\*this);

tmp = tmp.Mark\_Graph();

while (tmp.n != 1)

{

int simpver;

simpver = tmp.SimplVer();

if (simpver == -1)

return false;

tmp = tmp.ReduceVert(simpver);

}

return true;

}

vector<int>Graph::Independent\_set\_for\_ChordalGr\_Absorb\_Ver()

{

Graph tmp(this->Mark\_Graph());

int delver;

while (true)

{

if (tmp.Is\_empty\_matrix())

{

vector<int> res;

for (int i = 0; i < tmp.n; i++)

res.push\_back(tmp.M[i \* tmp.n + i] - 10);

return res;

}

delver = tmp.AbsorbVer();

tmp = tmp.ReduceVert(delver);

}

}

int Graph::AbsorbVer()

{

vector<int> arr;

for (int i = 0; i < n; i++)

{

arr.clear();

arr.push\_back(i);

for (int j = 0; j < n; j++)

if (M[i \* n + j] == 1) {

arr.push\_back(j);

}

for (int j = 1; j < arr.size(); j++)

{

bool flag = true;

for (int k = 0; k < arr.size(); k++)

{

if (j == k)

continue;

if (M[arr[j] \* n + arr[k]] != 1)

{

flag = false;

break;

}

}

if (flag == true) {

return arr[j];

}

}

}

}

vector<int> Graph::Independent\_set\_for\_ChordalGr\_Simpl\_Ver()

{

Graph tmp(this->Mark\_Graph());

int simplver;

while (true)

{

if (tmp.Is\_empty\_matrix())

{

vector<int> res;

for (int i = 0; i < tmp.n; i++)

res.push\_back(tmp.M[i \* tmp.n + i] - 10);

return res;

}

simplver = tmp.SimplVer();

tmp = tmp.ReduceNeighborVert(simplver);

}

}

int Graph::ClickNumber(int simpver) {

int click\_num = 1;

for (int i = 0; i < n; i++)

if (M[simpver \* n + i] == 1)

click\_num++;

return click\_num;

}

void Graph::Coloring\_for\_ChordalGr() {

unsigned int start\_time = clock();

if (this->IsCompleteGraph()) {

unsigned int end\_time = clock();

cout << "===========General\_Coloring===========" << endl;

cout << endl;

cout << "Chromatic number " << this->n << endl;

cout << "Colors:" << endl;

for (int i = 0; i < this->n; i++) {

cout << i << " " << endl;

}

cout << endl;

cout << endl;

unsigned int search\_time = end\_time - start\_time;

cout << "General\_Coloring time " << search\_time << endl;

cout << endl;

cout << "======================================" << endl;

return;

}

Graph initial\_gr(this->Mark\_Graph());

Graph tmp(this->Mark\_Graph());

vector<int> mass\_simplver(tmp.n);

int chromatic\_num = 0;

int count = 0;

while (tmp.n != 1)

{

int simpver = tmp.SimplVer(); // вернулся индекс а не маркировка

mass\_simplver[count] = tmp.M[simpver \* tmp.n + simpver] - 10;

if (chromatic\_num < tmp.n) {

int click\_num = tmp.ClickNumber(simpver);

if (click\_num > chromatic\_num)

chromatic\_num = click\_num;

}

tmp = tmp.ReduceVert(simpver);

count++;

}

mass\_simplver[count] = tmp.M[0] - 10;

vector<int> coloring\_verts(initial\_gr.n);

for (int i = 0; i < initial\_gr.n; i++)

coloring\_verts[i] = -1;

int idx = initial\_gr.n - 1;

while (idx >= 0) {

int cur\_simpvert = mass\_simplver[idx];

vector<bool> order\_colors(chromatic\_num);

for (int i = 0; i < chromatic\_num; i++)

order\_colors[i] = false;

for (int i = idx + 1; i < initial\_gr.n; i++) {

int prev\_vert = mass\_simplver[i];

if (initial\_gr.M[cur\_simpvert \* initial\_gr.n + prev\_vert] == 1)

order\_colors[coloring\_verts[prev\_vert]] = true;

}

int k = 0;

while (coloring\_verts[cur\_simpvert] == -1) {

if (order\_colors[k] == false) {

coloring\_verts[cur\_simpvert] = k;

}

k++;

}

idx--;

}

unsigned int end\_time = clock();

//вывод цветов

cout << "+++++++++Coloring\_for\_Chordal\_Graph+++++++++" << endl;

cout << endl;

cout << "Chromatic number " << chromatic\_num << endl;

cout << "Colors:" << endl;

for (int i = 0; i < coloring\_verts.size(); i++)

cout << coloring\_verts[i] << " ";

cout << endl;

cout << endl;

//вывод времени

unsigned int search\_time = end\_time - start\_time;

cout << "Chordal Coloring time " << search\_time << endl;

cout << endl;

cout << "+++++++++++++++++++++++++++++++++++++++++++++" << endl;

}

IndependentSet.cpp

#include <iostream>

#include <queue>

#include <vector>

#include "Graphs.h"

using namespace std;

vector<int> Graph::Independent\_Set() {

queue<Graph> q;

Graph tmp = this->Mark\_Graph();

q.push(tmp);

Graph gr\_res;

while (!q.empty()) {

tmp = q.front();

q.pop();

int v = tmp.Find\_Ver\_Most\_Rel();

Graph tmpv(tmp.ReduceVert(v));

if (!tmpv.Is\_empty\_matrix())

q.push(tmpv);

else if (gr\_res.n < tmpv.n)

gr\_res = tmpv;

Graph tmpe = tmp.ReduceNeighborVert(v);

if (!tmpe.Is\_empty\_matrix())

q.push(tmpe);

else if (gr\_res.n < tmpe.n)

gr\_res = tmpe;

}

vector<int> res;

for (int i = 0; i < gr\_res.n; i++) {

res.push\_back(gr\_res.M[i \* gr\_res.n + i] - 10);

}

return res;

}

Coloring.cpp

#include <algorithm>

#include <ctime>

#include <iostream>

#include <queue>

#include <string>

#include <vector>

#include "Graphs.h"

#include "ExtraFuns.h"

using namespace std;

void Graph::Coloring\_General() {

unsigned int start\_time = clock();

if (this->IsCompleteGraph()) {

unsigned int end\_time = clock();

cout << "===========General\_Coloring===========" << endl;

cout << endl;

cout << "Chromatic number " << this->n << endl;

cout << "Colors:" << endl;

for (int i = 0; i < this->n; i++) {

cout << i << " " << endl;

}

cout << endl;

cout << endl;

unsigned int search\_time = end\_time - start\_time;

cout << "General\_Coloring time " << search\_time << endl;

cout << endl;

cout << "======================================" << endl;

return;

}

queue<Graph> q;

queue<vector<int>> q\_mas\_unionverts;

vector<int> mas\_unionverts(n);

for (int i = 0; i < n; i++)

mas\_unionverts[i] = i;

Graph tmp = this->Mark\_Graph(); //маркируем и создаем граф

q.push(tmp);

q\_mas\_unionverts.push(mas\_unionverts);

Graph gr\_res(tmp); // граф для ответа

vector<int> resmas\_unionverts(mas\_unionverts);

while (!q.empty()) {

tmp = q.front();

q.pop();

mas\_unionverts = q\_mas\_unionverts.front();

q\_mas\_unionverts.pop();

pair <int, int> pair\_nonadj\_vert = tmp.PairNonAdjVert();

int ind\_v1 = pair\_nonadj\_vert.first;

int ind\_v2 = pair\_nonadj\_vert.second;

int v1 = tmp.M[ind\_v1 \* tmp.n + ind\_v1] - 10;

int v2 = tmp.M[ind\_v2 \* tmp.n + ind\_v2] - 10;

Graph leftcase(tmp);

leftcase.M[ind\_v1 \* leftcase.n + ind\_v2] = 1;

leftcase.M[ind\_v2 \* leftcase.n + ind\_v1] = 1;

if (leftcase.IsCompleteGraph()) {

if (gr\_res.n > leftcase.n) {

gr\_res = leftcase;

resmas\_unionverts = mas\_unionverts;

}

}

else {

q.push(leftcase);

q\_mas\_unionverts.push(mas\_unionverts);

}

mas\_unionverts = LabelingUnionVerts(mas\_unionverts, v1, v2);

Graph rightcase = tmp.UnionPairVert(ind\_v1, ind\_v2);

if (rightcase.IsCompleteGraph()) {

if (gr\_res.n > rightcase.n) {

gr\_res = rightcase;

resmas\_unionverts = mas\_unionverts;

}

}

else {

q.push(rightcase);

q\_mas\_unionverts.push(mas\_unionverts);

}

}

unsigned int end\_time = clock();

cout << "===========General\_Coloring===========" << endl;

cout << endl;

cout << "Chromatic number " << gr\_res.n << endl;

cout << endl;

unsigned int search\_time = end\_time - start\_time;

cout << "General\_Coloring time " << search\_time << endl;

cout << endl;

cout << "======================================" << endl;

}

pair <int, int> Graph::PairNonAdjVert() {

for (int i = 0; i < n; i++)

for (int j = i + 1; j < n; j++)

if (M[i \* n + j] == 0)

return { i, j };

return { -1, -1 };

}

Graph Graph::UnionPairVert(int ind\_v1, int ind\_v2) {

Graph tmp(\*this);

for(int i = 0; i < tmp.n; i++)

if (M[ind\_v2 \* n + i] == 1) {

tmp.M[ind\_v1 \* tmp.n + i] = 1;

tmp.M[i \* tmp.n + ind\_v1] = 1;

}

tmp = tmp.ReduceVert(ind\_v2);

return tmp;

}

vector<int> Graph::LabelingUnionVerts(vector<int> label\_mas, int v1, int v2) {

for (int i = 0; i < label\_mas.size(); i++)

if (label\_mas[i] == v2)

label\_mas[i] = v1;

return label\_mas;

}