深度学习资源

简介

深度学习（Deep Learning）是机器学习（Machine Learning）的一个分支，一般指代“深度神经网络”（Deep Neural Network）。历史上，人工神经网络（Artificial Neural Networks）经历了三次发展浪潮：20世纪40年代到60年代，神经网络以“控制论”（cybernetics）闻名；20世纪80年代到90年代，表现为“联结主义”（connectionism）；2006年至今，以“深度学习”之名复兴。得益于与日俱增的数据量和计算能力（GPU, TPU)，深度学习已经成功应用于计算机视觉、语音识别、自然语言处理、推荐系统等领域。
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1. <http://deeplearning.net/tutorial/>
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公开课

1. <http://videolectures.net/deeplearning2015_montreal>
2. <http://videolectures.net/deeplearning2016_montreal>
3. <http://videolectures.net/kdd2014_salakhutdinov_deep_learning>

框架（排名不分先后）

1. TensorFlow   
   官方网站：<https://www.tensorflow.org/>   
   TensorFlow是谷歌开源的机器学习框架，提供可靠的python和C++接口，Go和Java的接口仍在开发中。
2. Theano   
   官方网站：<http://deeplearning.net/software/theano/>  
   Theano是元老级的深度学习框架，提供python接口，具有良好的计算图抽象方式.
3. Torch   
   官方网站：<http://torch.ch/>  
   Torch是用Lua语言编写的计算框架，有很多已定义模型，容易编写自己的层类型并在GPU上运行，但不适合RNN。
4. Caffe   
   官方网站：<http://caffe.berkeleyvision.org/>  
   Caffe是应用较为广泛的机器视觉库，最适合于图像处理，不适合文本、声音等数据类型的深度学习应用.
5. CNTK  
   官方网站：<https://github.com/Microsoft/CNTK>  
   CNTK是微软开源的深度学习框架，主要包括前馈DNN、卷积网络和循环网络。
6. MXNet  
   官方网站：<https://github.com/dmlc/mxnet>  
   MXNet是陈天奇等开发的深度学习框架，目前已被亚马逊选中成为其深度学习平台。特点是运行速度快，内存管理效率高。

其它资源

1. <http://deeplearning.net/reading-list/>
2. <https://github.com/ty4z2008/Qix/blob/master/dl.md>
3. [Andrew Ng 的机器学习网络公开课](http://open.163.com/special/opencourse/machinelearning.html)
4. [Andrew Moore 的机器学习算法教程](http://www.autonlab.org/tutorials)
5. [无监督的特征学习和深度学习（中文翻译）](http://deeplearning.stanford.edu/wiki/index.php/UFLDL%E6%95%99%E7%A8%8B)