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## 1A: The new\_customer1 will be classified as 0 and have not taken the personal loan

## 2A: The best choice of K will be 3 which gives overall efficiency of 0

## 3A: If we use the value of K as 3 and set.seed(123) the confusion matrix will be

Reference

Prediction 0 1 0 1776 51 1 22 151 True positive = 151 True negative = 1776 False positive = 22 False negative = 51

## 4A: By using the value of K = 3, the customer will be classified as 0 which makes the customer to not take any personal loan

## 5A:

Training data: Accuracy = 97.36% Sensitivity = 74.90% Specificity = 99.87%

Validation data: Accuracy = 95.8% Sensitivity = 67.15% Specificity = 98.67%

For Testing data: Accuracy = 95.8% Sensitivity = 67.39% Specificity = 98.68%

## The library functions class and caret was loaded by using library() function

library(class)  
library(caret)

## Loading required package: ggplot2

## Loading required package: lattice

library(e1071)

##Importing the dataset UniversalBank(1).csv file into Rstudio

UniversalBank <- read.csv("UniversalBank (1).csv")  
head(UniversalBank)

## ID Age Experience Income ZIP.Code Family CCAvg Education Mortgage  
## 1 1 25 1 49 91107 4 1.6 1 0  
## 2 2 45 19 34 90089 3 1.5 1 0  
## 3 3 39 15 11 94720 1 1.0 1 0  
## 4 4 35 9 100 94112 1 2.7 2 0  
## 5 5 35 8 45 91330 4 1.0 2 0  
## 6 6 37 13 29 92121 4 0.4 2 155  
## Personal.Loan Securities.Account CD.Account Online CreditCard  
## 1 0 1 0 0 0  
## 2 0 1 0 0 0  
## 3 0 0 0 0 0  
## 4 0 0 0 0 0  
## 5 0 0 0 0 1  
## 6 0 0 0 1 0

dim(UniversalBank)

## [1] 5000 14

##Transposing the dataframe of UniversalBank by using function “t”

t(t(names(UniversalBank)))

## [,1]   
## [1,] "ID"   
## [2,] "Age"   
## [3,] "Experience"   
## [4,] "Income"   
## [5,] "ZIP.Code"   
## [6,] "Family"   
## [7,] "CCAvg"   
## [8,] "Education"   
## [9,] "Mortgage"   
## [10,] "Personal.Loan"   
## [11,] "Securities.Account"  
## [12,] "CD.Account"   
## [13,] "Online"   
## [14,] "CreditCard"

## Removing ID nad ZIP

UniversalBank <- UniversalBank[,-c(1,5)]  
head(UniversalBank)

## Age Experience Income Family CCAvg Education Mortgage Personal.Loan  
## 1 25 1 49 4 1.6 1 0 0  
## 2 45 19 34 3 1.5 1 0 0  
## 3 39 15 11 1 1.0 1 0 0  
## 4 35 9 100 1 2.7 2 0 0  
## 5 35 8 45 4 1.0 2 0 0  
## 6 37 13 29 4 0.4 2 155 0  
## Securities.Account CD.Account Online CreditCard  
## 1 1 0 0 0  
## 2 1 0 0 0  
## 3 0 0 0 0  
## 4 0 0 0 0  
## 5 0 0 0 1  
## 6 0 0 1 0

dim(UniversalBank)

## [1] 5000 12

## Coverting Education as factor

UniversalBank$Education <- as.factor(UniversalBank$Education)

## Converting Education levels to dummy variables and creating dummy variables for factors

Dummy\_Education\_levels <- dummyVars(~., data = UniversalBank)  
Universal\_Bank <- as.data.frame(predict(Dummy\_Education\_levels,UniversalBank))

## Partition the data into training (60%) and validation (40%) sets and adding set.seed(123) for reproducibility and checked them by using dim function

set.seed(123)  
Number\_of\_rows <- nrow(Universal\_Bank)  
Training\_Universal\_Bank\_Index <- sample(row.names(Universal\_Bank), 0.6 \* Number\_of\_rows)  
Training\_Universal\_Bank <- Universal\_Bank[Training\_Universal\_Bank\_Index,]  
Validation\_Universal\_Bank\_Index <- setdiff(row.names(Universal\_Bank), Training\_Universal\_Bank\_Index)  
Validation\_Universal\_Bank <- Universal\_Bank[Validation\_Universal\_Bank\_Index,]  
dim(Training\_Universal\_Bank)

## [1] 3000 14

dim(Validation\_Universal\_Bank)

## [1] 2000 14

## PreProcessing the data by using preProcess() function and Normalizing the Training and Validation data predict() function

Trainining\_Norm\_Universal\_Bank <- Training\_Universal\_Bank [,-10]  
Validation\_Norm\_Universal\_Bank <- Validation\_Universal\_Bank [,-10]  
Normalization\_Values <- preProcess(Training\_Universal\_Bank[,-10], method=c("center","scale"))  
Trainining\_Norm\_Universal\_Bank <- predict(Normalization\_Values, Training\_Universal\_Bank[,-10])  
Validation\_Norm\_Universal\_Bank <- predict(Normalization\_Values, Validation\_Universal\_Bank[,-10])

## Creating the dataset and normalizing it by using predict() function

New\_customer1 <- data.frame(  
 Age = 40,  
 Experience = 10,  
 Income = 84,  
 Family = 2,  
 CCAvg = 2,  
 Education.1 = 0,  
 Education.2 = 1,  
 Education.3 = 0,  
 Mortgage = 0,  
 Securities.Account = 0,  
 CD.Account = 0,  
 Online = 1,  
 CreditCard = 1  
)  
New\_customer1\_Norm <- New\_customer1  
New\_customer1\_Norm <- predict(Normalization\_Values, New\_customer1\_Norm)

## Performing knn classification as k=1 and predicting it by using class::knn() function

knn\_Prediction\_1 <- class::knn(train = Trainining\_Norm\_Universal\_Bank,  
 test = New\_customer1\_Norm,  
 cl = Training\_Universal\_Bank$Personal.Loan, k=1)  
knn\_Prediction\_1

## [1] 0  
## Levels: 0 1

## Calculating the accuracy of each value of k and checked it by using print(paste) function

Accuracy\_bank <- data.frame(k= seq(1, 20, 1), overallaccuracy = rep(0,20))  
for (i in 1:20){  
 knn\_prediction <- class::knn (train = Trainining\_Norm\_Universal\_Bank,  
 test = Validation\_Norm\_Universal\_Bank,  
 cl = Training\_Universal\_Bank$Personal.Loan, k=i)  
   
Accuracy\_bank[i, 2] <- confusionMatrix(knn\_prediction, as.factor(Validation\_Universal\_Bank$Personal.Loan),  
 positive = "1")$overall[1]  
}  
Best\_Value\_K <- which(Accuracy\_bank[,2] == max(Accuracy\_bank[,2]))  
Accuracy\_bank

## k overallaccuracy  
## 1 1 0.9635  
## 2 2 0.9575  
## 3 3 0.9585  
## 4 4 0.9570  
## 5 5 0.9545  
## 6 6 0.9525  
## 7 7 0.9545  
## 8 8 0.9515  
## 9 9 0.9495  
## 10 10 0.9485  
## 11 11 0.9465  
## 12 12 0.9460  
## 13 13 0.9465  
## 14 14 0.9475  
## 15 15 0.9435  
## 16 16 0.9445  
## 17 17 0.9435  
## 18 18 0.9445  
## 19 19 0.9420  
## 20 20 0.9395

print(paste("Best value of k =", Best\_Value\_K))

## [1] "Best value of k = 1"

## Plotting the graph between the values of k accuracy

plot(Accuracy\_bank$k, Accuracy\_bank$overallaccuracy)

![](data:image/png;base64,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)

## Creating the confusion matrix of validation data for the best value of k and checked it by using print() function

knn\_Predicion\_2 <- class::knn(train = Trainining\_Norm\_Universal\_Bank,   
 test = Validation\_Norm\_Universal\_Bank,   
 cl = Training\_Universal\_Bank$Personal.Loan,k = Best\_Value\_K)  
Confusion\_matrix\_Data <- confusionMatrix(knn\_Predicion\_2, as.factor(Validation\_Universal\_Bank$Personal.Loan), positive = "1")  
print(Confusion\_matrix\_Data)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1776 51  
## 1 22 151  
##   
## Accuracy : 0.9635   
## 95% CI : (0.9543, 0.9713)  
## No Information Rate : 0.899   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.7853   
##   
## Mcnemar's Test P-Value : 0.001049   
##   
## Sensitivity : 0.7475   
## Specificity : 0.9878   
## Pos Pred Value : 0.8728   
## Neg Pred Value : 0.9721   
## Prevalence : 0.1010   
## Detection Rate : 0.0755   
## Detection Prevalence : 0.0865   
## Balanced Accuracy : 0.8676   
##   
## 'Positive' Class : 1   
##

## Creating new dataset and normalizing the data

New\_customer2 <- data.frame(  
 Age = 40,  
 Experience = 10,  
 Income = 84,  
 Family = 2,  
 CCAvg = 2,  
 Education.1 = 0,  
 Education.2 = 1,  
 Education.3 = 0,  
 Mortgage = 0,  
 Securities.Account = 0,  
 CD.Account = 0,  
 Online = 1,  
 CreditCard = 1  
)  
New\_Customer2\_Norm <- New\_customer2  
New\_Customer2\_Norm <- predict(Normalization\_Values, New\_Customer2\_Norm)

## Predicting the data by using knn Algorithm

knn\_Prediction\_3 <- class::knn(train = Trainining\_Norm\_Universal\_Bank,   
 test = New\_Customer2\_Norm,   
 cl = Training\_Universal\_Bank$Personal.Loan, k = Best\_Value\_K)  
knn\_Prediction\_3

## [1] 0  
## Levels: 0 1

## Splitting data again for training, validation and testing and setting the seed value as 134 and the dimensions by using dim() functions

set.seed(134)  
Training\_Universal\_Bank\_Index2 <- sample(row.names(Universal\_Bank), 0.5 \* Number\_of\_rows)  
Validation\_Universal\_Bank\_Index\_2 <- sample(setdiff(row.names(Universal\_Bank),Training\_Universal\_Bank\_Index2),  
 0.3 \* Number\_of\_rows)  
Testing\_Universal\_Bank\_Index <- setdiff(row.names(Universal\_Bank), c(Training\_Universal\_Bank\_Index2,Validation\_Universal\_Bank\_Index\_2))  
  
Training\_Universal\_Bank\_2 <- Universal\_Bank[Training\_Universal\_Bank\_Index2,]  
Validation\_Universal\_Bank2 <- Universal\_Bank[Validation\_Universal\_Bank\_Index\_2,]  
Testing\_Universal\_Bank <- Universal\_Bank[Testing\_Universal\_Bank\_Index,]  
dim(Training\_Universal\_Bank\_2)

## [1] 2500 14

dim(Validation\_Universal\_Bank2)

## [1] 1500 14

dim(Testing\_Universal\_Bank)

## [1] 1000 14

## Normalizing the data for Training, Validation and Testing by using predict() function and preprocessing it by using preProcess() function and checked it by using print() function

set.seed(134)  
Normalization\_Values2 <- preProcess(Training\_Universal\_Bank\_2[ ,-10], method = c("center", "scale"))  
Trainining\_Norm\_Universal\_Bank\_2 <- predict(Normalization\_Values2, Training\_Universal\_Bank\_2[ ,-10])  
Validation\_Norm\_Universal\_Bank\_2 <- predict(Normalization\_Values2, Validation\_Universal\_Bank2[ ,-10])  
Testing\_Norm\_Universal\_Bank\_2 <- predict(Normalization\_Values2, Testing\_Universal\_Bank[ ,-10])

## Confusion matrix for training data at k=3

knn\_Prediction\_Training <- class::knn(train = Trainining\_Norm\_Universal\_Bank\_2,   
 test = Trainining\_Norm\_Universal\_Bank\_2,   
 cl = Training\_Universal\_Bank\_2$Personal.Loan, k = 3)  
Confusion\_matrix\_Train <- confusionMatrix(knn\_Prediction\_Training, as.factor(Training\_Universal\_Bank\_2$Personal.Loan), positive = "1")  
print(Confusion\_matrix\_Train)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 2246 63  
## 1 3 188  
##   
## Accuracy : 0.9736   
## 95% CI : (0.9665, 0.9795)  
## No Information Rate : 0.8996   
## P-Value [Acc > NIR] : < 2.2e-16   
##   
## Kappa : 0.8365   
##   
## Mcnemar's Test P-Value : 3.803e-13   
##   
## Sensitivity : 0.7490   
## Specificity : 0.9987   
## Pos Pred Value : 0.9843   
## Neg Pred Value : 0.9727   
## Prevalence : 0.1004   
## Detection Rate : 0.0752   
## Detection Prevalence : 0.0764   
## Balanced Accuracy : 0.8738   
##   
## 'Positive' Class : 1   
##

##Confusion matrix for validation data at k=3 and chekced it by using print() function

knn\_Prediction\_Validation\_2 <- class::knn(train =Trainining\_Norm\_Universal\_Bank\_2,  
 test = Validation\_Norm\_Universal\_Bank\_2,  
 cl = Training\_Universal\_Bank\_2$Personal.Loan, k = Best\_Value\_K)  
Confusion\_matrix\_Validation\_2 <- confusionMatrix(knn\_Prediction\_Validation\_2, as.factor(Validation\_Universal\_Bank2$Personal.Loan), positive = "1")  
print(Confusion\_matrix\_Validation\_2)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 1345 45  
## 1 18 92  
##   
## Accuracy : 0.958   
## 95% CI : (0.9466, 0.9676)  
## No Information Rate : 0.9087   
## P-Value [Acc > NIR] : 1.639e-13   
##   
## Kappa : 0.7224   
##   
## Mcnemar's Test P-Value : 0.001054   
##   
## Sensitivity : 0.67153   
## Specificity : 0.98679   
## Pos Pred Value : 0.83636   
## Neg Pred Value : 0.96763   
## Prevalence : 0.09133   
## Detection Rate : 0.06133   
## Detection Prevalence : 0.07333   
## Balanced Accuracy : 0.82916   
##   
## 'Positive' Class : 1   
##

## Confusion matrix of testing data at k=3 and checked it by using print() function

knn\_Prediction\_Testing <- class::knn(train = Trainining\_Norm\_Universal\_Bank\_2,  
 test = Testing\_Norm\_Universal\_Bank\_2,  
 cl = Training\_Universal\_Bank\_2$Personal.Loan, k = Best\_Value\_K)  
Confusion\_matrix\_testing <- confusionMatrix(knn\_Prediction\_Testing, as.factor(Testing\_Universal\_Bank$Personal.Loan), positive = "1")  
print(Confusion\_matrix\_testing)

## Confusion Matrix and Statistics  
##   
## Reference  
## Prediction 0 1  
## 0 896 30  
## 1 12 62  
##   
## Accuracy : 0.958   
## 95% CI : (0.9436, 0.9696)  
## No Information Rate : 0.908   
## P-Value [Acc > NIR] : 1.093e-09   
##   
## Kappa : 0.7244   
##   
## Mcnemar's Test P-Value : 0.008712   
##   
## Sensitivity : 0.6739   
## Specificity : 0.9868   
## Pos Pred Value : 0.8378   
## Neg Pred Value : 0.9676   
## Prevalence : 0.0920   
## Detection Rate : 0.0620   
## Detection Prevalence : 0.0740   
## Balanced Accuracy : 0.8303   
##   
## 'Positive' Class : 1   
##