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**![](data:image/png;base64,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)**

X1min = 10 X2min = -35 X3min = 10

X1max = 60 X2max = 25 X3max = 15

**Код програми:**

import math

import numpy as np

from scipy.stats import t,f

import random as r

from functools import partial

import prettytable as p

m = 3

prob = 0.95

x1\_min = 10

x1\_max = 60

x2\_min = -35

x2\_max = 15

x3\_min = 10

x3\_max = 15

k = 3

x\_ranges = [[x1\_min, x1\_max], [x2\_min, x2\_max], [x3\_min, x3\_max]]

x0\_norm = [1, 1, 1, 1]

x1\_norm = [-1, -1, 1, 1]

x2\_norm = [-1, 1, -1, 1]

x3\_norm = [-1, 1, 1, -1]

N = len(x1\_norm)

xcp\_max = (x1\_max + x2\_max + x3\_max) / 3

xcp\_min = (x1\_min + x2\_min + x3\_min) / 3

x\_norm = [x1\_norm, x2\_norm, x3\_norm]

Y\_min = 200 + xcp\_min

Y\_max = 200 + xcp\_max

x\_abs = []

for i in range(k):

temp = []

for j in x\_norm[i]:

if j == 1 :

temp.append(x\_ranges[i][1])

else:

temp.append(x\_ranges[i][0])

x\_abs.append(temp)

print('Абсолютні значення: ' + str(x\_abs))

Y\_exp = []

for i in range(N):

temp = []

for \_ in range(m):

temp.append(r.randint(math.floor(Y\_min), math.floor(Y\_max)))

Y\_exp.append(temp)

def y\_perevirka\_norm(x1, x2, x3):

return b0 + x1\*b1 + x2\*b2 + x3\*b3

def y\_perevirka\_abs(x1, x2, x3):

return a0 + a1\*x1 + a2\*x2 + a3\*x3

def get\_cohren\_critical(prob, f1, f2):

f\_crit = f.isf((1-prob)/f2, f1, (f2-1)\*f1)

return f\_crit/(f\_crit+f2-1)

def get\_fisher\_critical(prob,f3, f4):

for i in [j\*0.001 for j in range(int(10/0.001))]:

if abs(f.cdf(i,f4,f3)-prob) < 0.0001:

return i

def get\_student\_critical(prob, f3):

for i in [j\*0.0001 for j in range(int(5/0.0001))]:

if abs(t.cdf(i,f3)-(0.5 + prob/0.1\*0.05)) < 0.000005:

return i

flag = True

while(flag):

table1 = p.PrettyTable()

table1.add\_column("X0", x0\_norm)

for i in range(k):

table1.add\_column("X{0}".format(i+1), x\_norm[i])

for i in range(m):

table1.add\_column("Y{0}".format(i+1), [j[i] for j in Y\_exp])

print("Нормалізована матриця:\n", table1)

mx\_norm\_list = [np.mean(i) for i in x\_norm]

y\_aver = [np.mean(i) for i in Y\_exp]

my = np.mean(y\_aver)

a1 = np.mean([x\_norm[0][i]\*y\_aver[i] for i in range(N)])

a2 = np.mean([x\_norm[1][i]\*y\_aver[i] for i in range(N)])

a3 = np.mean([x\_norm[2][i]\*y\_aver[i] for i in range(N)])

a11 = np.mean([x\_norm[0][i]\*\*2 for i in range(N)])

a22 = np.mean([x\_norm[1][i]\*\*2 for i in range(N)])

a33 = np.mean([x\_norm[2][i]\*\*2 for i in range(N)])

a12 = np.mean([x\_norm[0][i]\*x\_norm[1][i] for i in range(N)])

a13 = np.mean([x\_norm[0][i]\*x\_norm[2][i] for i in range(N)])

a23 = np.mean([x\_norm[1][i]\*x\_norm[2][i] for i in range(N)])

a21 = a12

a31 = a13

a32 = a23

znam = np.array([[1, mx\_norm\_list[0], mx\_norm\_list[1], mx\_norm\_list[2]],

[mx\_norm\_list[0], a11, a12, a13],

[mx\_norm\_list[1], a12, a22, a32],

[mx\_norm\_list[2], a13, a23, a33]])

b0\_matr = np.array([[my, mx\_norm\_list[0], mx\_norm\_list[1], mx\_norm\_list[2]],

[a1, a11, a12, a13],

[a2, a12, a22, a32],

[a3, a13, a23, a33]])

b1\_matr = np.array([[1, my, mx\_norm\_list[1], mx\_norm\_list[2]],

[mx\_norm\_list[0], a1, a12, a13],

[mx\_norm\_list[1], a2, a22, a32],

[mx\_norm\_list[2], a3, a23, a33]])

b2\_matr = np.array([[1, mx\_norm\_list[0], my, mx\_norm\_list[2]],

[mx\_norm\_list[0], a11, a1, a13],

[mx\_norm\_list[1], a12, a2, a32],

[mx\_norm\_list[2], a13, a3, a33]])

b3\_matr = np.array([[1, mx\_norm\_list[0], mx\_norm\_list[1], my],

[mx\_norm\_list[0], a11, a12, a1],

[mx\_norm\_list[1], a12, a22, a2],

[mx\_norm\_list[2], a13, a23, a3]])

znam\_value = np.linalg.det(znam)

b0 = np.linalg.det(b0\_matr)/znam\_value

b1 = np.linalg.det(b1\_matr)/znam\_value

b2 = np.linalg.det(b2\_matr)/znam\_value

b3 = np.linalg.det(b3\_matr)/znam\_value

print("Рівняння регресії для нормованих значень:\ny = {0} + {1}\*x1 + {2}\*x2 + {3}\*x3".format(b0, b1, b2, b3))

print("Перевірка знайденого рівняння")

print("Р-ня регресії для Х11, Х21, Х31 =",y\_perevirka\_norm(x\_norm[0][0], x\_norm[1][0], x\_norm[2][0]))

print("Середнє y1 =", y\_aver[0])

print("Р-ня регресії для Х12, Х22, Х32 =", y\_perevirka\_norm(x\_norm[0][1], x\_norm[1][1], x\_norm[2][1]))

print("Середнє y2 =", y\_aver[1])

print("Р-ня регресії для Х13, Х23, Х33 =", y\_perevirka\_norm(x\_norm[0][2], x\_norm[1][2], x\_norm[2][2]))

print("Середнє y3 =", y\_aver[2])

delt\_x1 = (x1\_max - x1\_min)/2

delt\_x2 = (x2\_max - x2\_min)/2

delt\_x3 = (x3\_max - x3\_min)/2

x10 = (x1\_max + x1\_min)/2

x20 = (x2\_max + x2\_min)/2

x30 = (x3\_max + x3\_min)/2

a0 = b0 - b1\*(x10/delt\_x1) - b2\*(x20/delt\_x2) - b3\*(x30/delt\_x3)

a1 = b1/delt\_x1

a2 = b2/delt\_x2

a3 = b3/delt\_x3

print("Рівняння регресії для абсолютних значень:\ny = {0} + {1}\*x1 + {2}\*x2 + {3}\*x3".format(a0, a1, a2, a3))

print("Перевірка абсолютних значень")

print("Р-ня регресії для Х11, Х21, Х31 =",y\_perevirka\_abs(x\_abs[0][0], x\_abs[1][0], x\_abs[2][0]))

print("Середнє y1 =", y\_aver[0])

print("Р-ня регресії для Х12, Х22, Х32 =", y\_perevirka\_abs(x\_abs[0][1], x\_abs[1][1], x\_abs[2][1]))

print("Середнє y2 =", y\_aver[1])

print("Р-ня регресії для Х13, Х23, Х33 =", y\_perevirka\_abs(x\_abs[0][2], x\_abs[1][2], x\_abs[2][2]))

print("Середнє y3 =", y\_aver[2])

print("Р-ня регресії для Х14, Х24, Х34 =", y\_perevirka\_abs(x\_abs[0][3], x\_abs[1][3], x\_abs[2][3]))

print("Середнє y3 =", y\_aver[3])

#Кохрен

y\_var = [np.var(Y\_exp[i]) for i in range(N)]

flag= False

f1 = m - 1

f2 = N

f3 = f2\*f1

Gp = max(y\_var)/sum(y\_var)

Gkr = get\_cohren\_critical(prob, f1, f2)

print('-'\*100)

if(Gkr > Gp):

print("Gkr = {0} > Gp = {1} ---> Дисперсії однорідні".format(Gkr, Gp))

flag = False

else:

print("Gkr = {0} < Gp = {1} ---> Дисперсії неоднорідні, збільшимо m і проведемо розрахунки".format(Gkr, Gp))

Y\_exp[0].append(r.randint(math.floor(Y\_min), math.floor(Y\_max)))

Y\_exp[1].append(r.randint(math.floor(Y\_min), math.floor(Y\_max)))

Y\_exp[2].append(r.randint(math.floor(Y\_min), math.floor(Y\_max)))

Y\_exp[3].append(r.randint(math.floor(Y\_min), math.floor(Y\_max)))

m += 1

#Стьюдент

S2B = sum(y\_var)/N

S2b = S2B/(N\*m)

Sb = math.sqrt(S2b)

beta0 = sum([y\_aver[i]\*x0\_norm[i] for i in range(N)])/N

beta1 = sum([y\_aver[i]\*x1\_norm[i] for i in range(N)])/N

beta2 = sum([y\_aver[i]\*x2\_norm[i] for i in range(N)])/N

beta3 = sum([y\_aver[i]\*x3\_norm[i] for i in range(N)])/N

t0 = abs(beta0)/Sb

t1 = abs(beta1)/Sb

t2 = abs(beta2)/Sb

t3 = abs(beta3)/Sb

tkr = get\_student\_critical(prob, f3)

d = sum([1 if tkr < i else 0 for i in [t0, t1, t2, t3]])

a0 = a0 if tkr < t0 else 0

a1 = a1 if tkr < t1 else 0

a2 = a2 if tkr < t2 else 0

a3 = a3 if tkr < t3 else 0

y\_new = [y\_perevirka\_abs(x\_abs[0][i], x\_abs[1][i], x\_abs[2][i]) for i in range(N)]

print("-"\*100)

print("Після перевірки значимості коефіцієнтів: ")

print("Рівняння регресії для абсолютних значень:\ny = {0} + {1}\*x1 + {2}\*x2 + {3}\*x3".format(a0, a1, a2, a3))

print("Р-ня регресії для Х11, Х21, Х31 =", y\_new[0])

print("Р-ня регресії для Х12, Х22, Х32 =", y\_new[1])

print("Р-ня регресії для Х13, Х23, Х33 =", y\_new[2])

print("Р-ня регресії для Х14, Х24, Х34 =", y\_new[3])

#Фішер

print("-"\*100)

f4 = N - d

S2ad = (m/(N-d))\*sum([(y\_new[i] - y\_aver[i])\*\*2 for i in range(N)])

Fp = S2ad/S2b

Fkr = get\_fisher\_critical(prob, f3, f4)

if(Fkr > Fp):

print("Fkr = {0} > Fp = {1} ---> Р-ня адекватне оригіналу".format(Fkr, Fp))

else:

print("Fkr = {0} < Fp = {1} ---> Р-ня неадекватне оригіналу".format(Fkr, Fp))