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# MODELOWANIE I SYMULACJA SYSTEMÓW

Metoda Rungego-Kutty I-rzędu

ZADANIE 4: PRZYBLIŻONE ROZWIĄZYWANIE RÓWNAŃ RÓŻNICZKOWYCH

# Nazwa wybranej metody przybliżonego rozwiązywania równań różniczkowych

Wybrana metoda nazywa się „metoda Rungego-Kutty I-rzędu”, jest to de facto metoda Eulera. Człon I-rzędu w nazwie metody wywodzi się z faktu, że zależność błędu globalnego metody jest O(h1), gdzie h to krok metody.

# Warunki, które muszą być spełnione, by zadziałała

Aby metoda działała poprawnie muszą być spełnione warunki następujące:

* Warunek początkowy, czyli musimy mieć wartość x(t0)
* Warunek stabilności, czyli odpowiednio określony przyrost czasu w kroku iteracji h, szczegóły poniżej:

Odpowiednio określony krok h gwarantuje stabilność metody, okazuje się bowiem, że metoda Rungego-Kutty I-rzędu może być niestabilna zwłaszcza dla równań sztywnych[9][4], co więcej, fakt, że jest to metoda I-rzędu pogłębia jej niedokładność – jest ona wolno zbieżna. Wymaga, więc odpowiednio małego kroku iteracji h, co oznacza więcej iteracji metody, a tym samym większy czas wykonania.

Przykładowo dla liniowych równań różniczkowych postaci
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Rozwiązanie jest niestabilne, jeżeli produkt hk=Z jest poza regionem
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Zwanym regionem liniowej niestabilności. Aby metoda działała prawidłowo, nie możemy znajdować się w obszarze jakiejkolwiek niestabilności.

Z drugiej strony h nie może być zbyt małe, bardzo mała wartość ze względu na reprezentację liczb zmiennoprzecinkowych w pamięci komputera, może po dodaniu nie zmieniać wyniku lub wprowadzać narastający błąd w innych działaniach.

Dodatkowo istnieją warunki, które muszą być spełnione, jeżeli mamy być w stanie określić górne oszacowanie błędu globalnego metody.

* x(t) powinno mieć drugą pochodną i max|x’’(t)|, w przedziale [t0,t] powinno być skończoną liczbą
* funkcja f powinna spełniać warunek Lipschitz’a, w przedziale [t0,t], dla argumentu x, tzn. musi istnieć skończona liczba L taka, że:

Gdzie ta i tb należą do przedziału [t0,tN].

# Wzory stosowane przez tę metodę w trakcie obliczeń

Na wejściu mamy postać funkcji f(x(t),t), wartość x(t0) oraz czas początkowy i końcowy (t0 i tN).

Przed rozpoczęciem obliczeń, wyznaczamy taki przyrost czasu w iteracji h, że błąd globalny metody zgodnie ze wzorem z punktu 4, jest mniejszy lub równy parametrowi ε, oznaczającemu dokładność. Aby to uzyskać przekształcamy wzór podany w punkcie 4.

Po wyznaczeniu ze wzoru z punktu 4 odpowiedniego h (spełniającego warunek, że górne oszacowanie błędu metody jest mniejsze lub równe ε (dokładności)), możemy łatwo wyznaczyć liczbę kroków metody.

Dzielimy po prostu przedział czasowy przez wyznaczoną wcześniej długość kroku iteracji.

Proces obliczania kolejnych wartości poszukiwanej funkcji x(t) jest dosyć prosty. Z warunku początkowego mamy x(0).

I teraz, w każdej kolejnej iteracji obliczamy najpierw współczynnik k1, jako iloczyn kroku i funkcji w punkcie n. Z uwagi na to, że metoda jest pierwszego rzędu, w każdej iteracji obliczamy współczynnik k1 i innych współczynników nie potrzebujemy.

Następnie obliczamy kolejną wartość czasu poprzez dodanie kroku iteracji h. To dla tej wartości czasu będzie nowo obliczona wartość funkcji x(t).

Na koniec danej iteracji obliczamy wartość kolejnego x-a, jako sumę poprzedniej wartości i wyznaczonego w tym kroku parametru k1.

Po zakończeniu całego procesu mamy stablicowaną w dziedzinie czasu od t0 do tN funkcję x(t) z obliczonym na podstawie wymaganej dokładności ε krokiem czasowym h.

# Wzór szacujący z góry błąd metody

Dosyć łatwo jest określić górną granicę dla tzw. błędu lokalnego, czyli popełnianego w jednym kroku metody [4], skąd później można wyprowadzić górne ograniczenie dla błędu globalnego metody (czyli maksymalną wartość błędu na całym przedziale wyznaczania x(t)), jak dokonano choćby w [8]. Wzór ten wygląda następująco.
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Gdzie h jest przyrostem t w kroku iteracji (tj. ti = ti-1 + h), M jest górnym ograniczeniem drugiej pochodnej x(t) na rozważanym przedziale [t0,t], L jest stałą Lipschitz’a dla funkcji f w przedziale [t0,t], t to czas końcowy, natomiast t0, to czas początkowy.

Wzór ten nie jest jednak zbyt użyteczny, ponieważ nie da się za bardzo wyznaczyć górnego ograniczenia dla x’’(t) nie znając x(t). Dlatego w programie skorzystano ze związku błędu globalnego z lokalnym i innej postaci błędu lokalnego [8][4][6], co pozwoliło zamienić M we wzorze na przedstawioną poniżej postać x’’(t0) (poniżej y=x).

![y''(t_0) = {\partial f\over\partial t}(t_0, y(t_0)) + {\partial f\over\partial y}(t_0, y(t_0)) \, f(t_0, y(t_0)).](data:image/png;base64,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)

# Bibliografia

1. <http://www.kaims.pl/~robert/MISS/i03.pdf>
2. <https://pl.wikipedia.org/wiki/Algorytm_Rungego-Kutty>
3. <https://en.wikipedia.org/wiki/Runge–Kutta_methods>
4. <https://en.wikipedia.org/wiki/Euler_method>
5. <https://pl.wikipedia.org/wiki/Metoda_Eulera>
6. <http://www.cfm.brown.edu/people/sg/AM35odes.pdf>
7. <https://en.wikipedia.org/wiki/Lipschitz_continuity>
8. <http://www.maths.nuigalway.ie/~niall/MA385/2-3-ErrorAnalysis.pdf>
9. https://en.wikipedia.org/wiki/Stiff\_equation