Pathfinding is a fundamental component of many important applications in the fields of GPS , video games , robotics , logistics, and crowd simulation and can be implemented in static, dynamic, and real-time environments. [[1]](#endnote-1)And obstacle avoidance is an important component for path finding, as avoiding collisions with the environment and not having unrealistic plans to go through an obstacle is an import utility of a navigation program for a mobile robot. Considering its importance, we shouldn’t be surprised to see the wide varieties of approaches people came up with to tackle it, and one of the most popular solution would be reinforcement learning.

Reinforcement learning proposes a way of programming agents by reward and punishment without needing to specify how the task is to be achieved[[2]](#endnote-2). It punishes the agent for actions that goes against the expected behaviour, and rewards the agent if the action is helpful for getting the task achieved. It does come with a formidable computational expense and hasn’t really caught on until the last two to three decades. Two kinds of approaches for reinforcement learning were proposed – model-based and model-free reinforcement learning. Model free means learning a controller without learning a model and model based methods learn a model, then use it to derive a controller. Q-learning and its variations, being one of the simplest method in model-free approaches of reinforcement learning, has appeared in a large amount of research. **(POSSIBLE REFERENCE)**

Q-learning constructs a two-dimensional Q-table for choosing an action under a certain situation. Each value corresponds to the same set of actions and all the actions are assigned a value, default to be 0. The action with the maximum value will be chosen. The value correspond to a state action pair will be decreased if it leads up to failure and increased if it contributes to success. [[3]](#endnote-3)

One of the classical application of Q-learning requires a fully observable environment that can be discretized. It uses the discretized environment as input and come up with a path for the mobile robot to follow using control scheme like inverse kinematic control. It converts planning in continuous environment into grid path planning, which has a great range of applications in areas like robotics and video games[[4]](#endnote-4). There have been many efficient solutions to grid path planning, but all of them has the same limitation – every time the agent encounters a new environment, it has to start the learning process all over again. An application of Q-learning that can be applied to a wide variety of vehicles and only need to train the robot once for it to tackle any possible environment is desired.

In this project a sanity check for such desire is provided. All components and functions are stripped down to its simplest form to give us the simplest implementation of the above idea, and the level of environmental complexity that this agent can handle is tested. The agent is provided with three test environments, with increasing level of complexity.

The implementation is straightforward - the data from the two distance sensors on the agent is used as ‘state’ required by the Q-learning algorithm, and the algorithm provides a suitable ‘action’, which would be mapped to the torque of the agent’s two motors.

Tests were ran on each of the three environments and three histogram showing number of collisions were produced to reflect the result of the training.
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