Peter Mamaev

MGMT-4600 Lab 2 Part 2

* Verifying that regress\_data is attached.

> head(regress\_data)

YEAR ROLL UNEM HGRAD INC

1 1 5501 8.1 9552 1923

2 2 5945 7.0 9680 1961

3 3 6629 7.3 9731 1979

4 4 7556 7.5 11666 2030

5 5 8716 7.0 14675 2112

6 6 9369 6.4 15265 2192

* Qqplot between 90K High school grads and 7% Unemployment rate.

> #Using the unemployment rate (UNEM) and

> #number of spring high school graduates

> #(HGRAD), predict the fall enrollment (ROLL)

> #for this year by knowing that UNEM=7% and

> #HGRAD=90,000.

> qqplot(regress\_data$UNEM, regress\_data$HGRAD, data = regress\_data, geom = "point")

There were 12 warnings (use warnings() to see them)

![](data:image/png;base64,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)

* Two-predictor model for UNEM and GRAD.

> twoPredictorModel <- lm(ROLL ~ UNEM + HGRAD, data = regress\_data)

> twoPredictorModel

Call:

lm(formula = ROLL ~ UNEM + HGRAD, data = regress\_data)

Coefficients:

(Intercept) UNEM HGRAD

-8255.7511 698.2681 0.9423

* Find Fall enrollement at 90K High School Grads, 7% Unemployment Rate, and the prior-mentioned two predictors.
* Predict ROLL if INC = $25,000.

> #The formula I found goes:

> #Fall Enrollment = Intercept + UNEM \* Unemployment Rate + HGRAD \* Number of Spring High School Graduates

> #with:

> #Intercept = -8255.7511

> #UNEM = 698.2681

> #HGRAD = 0.9423

> #Unemployment rate = 7%

> #Spring High School Grads = 90,000

> -8255.7511 + 698.2681 \* 9 + 0.9423 \* 90000 #= 82835.66

[1] 82835.66

> #Repeat and add per capita income (INC) to

> #the model. Predict ROLL if INC=$25,000

> threePredictorModel <- lm(ROLL ~ UNEM + HGRAD + INC, data = regress\_data)

> #Repeat and add per capita income (INC) to

> #the model. Predict ROLL if INC=$25,000

> threePredictorModel <- lm(ROLL ~ UNEM + HGRAD + INC, data = regress\_data)

> threePredictorModel

Call:

lm(formula = ROLL ~ UNEM + HGRAD + INC, data = regress\_data)

Coefficients:

(Intercept) UNEM HGRAD INC

-9153.2545 450.1245 0.4065 4.2749

> #Intercept = -9153.2545

> #UNEM = 450.1245

> #HGRAD = 0.4065

> #INC (third variable) = 4.2749

> #Unemployment rate = 7%

> #Spring High School Grads = 90,000

> #Fall Enrollment = Intercept + UNEM \* Unemployment Rate + UGRAD \* Number of Spring High School Graduates + 4.3 \* Per Capita Income

> -9153.2545 + 450.1245 \* 9 + 0.4065 \* 90000 + 4.2749 \* 25000 #= 138355.4

[1] 138355.4

* Getting a summary of abalone rings.

> # As shown above, the “rings” variable has a range between 1-29.

> # This is the variable that we want to predict, and predicting this many levels

> # might not give us the insight we’re looking for.

> # For now, we’ll break the rings variable

> # into 3 levels" “young” for abalones less than 8, “adult” for abalones between 8-11, and “old” for abalones older than 11.

> # So from my understanding we're basically stratifying the data, after converting it into a numeric format.

> abalone$Rings <- as.numeric(abalone$Rings)

> abalone$Rings <- cut(abalone$Rings, br=c(-1,8,11,35), labels = c("young", 'adult', 'old'))

> abalone$Rings <- as.factor(abalone$Rings)

> summary(abalone$Rings)

young adult old

1407 1810 960

> str(abalone)

'data.frame': 4177 obs. of 9 variables:

$ Sex : chr "M" "M" "F" "M" ...

$ Length : num 0.455 0.35 0.53 0.44 0.33 0.425 0.53 0.545 0.475 0.55 ...

$ Diameter : num 0.365 0.265 0.42 0.365 0.255 0.3 0.415 0.425 0.37 0.44 ...

$ Height : num 0.095 0.09 0.135 0.125 0.08 0.095 0.15 0.125 0.125 0.15 ...

$ Whole.weight : num 0.514 0.226 0.677 0.516 0.205 ...

$ Shucked.weight: num 0.2245 0.0995 0.2565 0.2155 0.0895 ...

$ Viscera.weight: num 0.101 0.0485 0.1415 0.114 0.0395 ...

$ Shell.weight : num 0.15 0.07 0.21 0.155 0.055 0.12 0.33 0.26 0.165 0.32 ...

$ Rings : Factor w/ 3 levels "young","adult",..: 3 1 2 2 1 1 3 3 2 3 ...

> aba <- abalone

> aba$Sex <- NULL

> # normalize the data using min max normalization

> # Normalization techniques enables us to reduce the scale of the variables and thus it affects the statistical distribution of the data in a positive manner.

> normalize <- function(x) {

+ return ((x - min(x)) / (max(x) - min(x)))

+ }

> aba[1:7] <- as.data.frame(lapply(aba[1:7], normalize))

> summary(aba$shucked\_wieght)

Length Class Mode

0 NULL NULL

* K-Nearest Neighbor Prediction for abalone rings.

> # k-nearest neighbour classification for test set from training set.

> # For each row of the test set, the k nearest (in Euclidean distance) training set

> # vectors are found, and the classification is decided by majority vote,

> # with ties broken at random. If there are ties for the kth nearest

> # vector, all candidates are included in the vote.

> KNNpred <- knn(train = KNNtrain[1:7], test = KNNtest[1:7], cl = KNNtrain$Rings, k = 55)

> KNNpred

[1] young young adult young young young adult adult adult old

[11] young young young young young young adult young young young

[21] old old adult young adult adult adult adult old adult

[31] adult adult adult old young old young old young young

[41] adult old adult young young adult old old old old

[51] old old adult adult young adult adult young adult young

[61] old adult young adult adult adult young old young young

[71] young young young old old adult adult old young young

[81] young adult old old old adult adult adult adult young

[91] adult adult young adult young young young young young adult

[101] adult adult adult adult adult old young adult adult adult

[111] adult adult adult adult adult old adult old adult adult

[121] adult young adult old adult young adult adult adult adult

[131] adult adult young adult old adult young adult young young

[141] old adult adult adult adult adult adult adult adult adult

[151] old adult old young young young young adult young adult

[161] young young young young adult adult young adult adult young

[171] adult old old young adult adult old adult adult old

[181] young young young adult young young old young young young

[191] young old adult adult adult adult old adult young old

[201] old adult old young adult young young young young young

[211] old adult old old old adult adult old old adult

[221] adult old adult old old old old young adult young

[231] adult young young young young young young young young young

[241] young young adult young adult adult adult adult adult adult

[251] adult adult adult adult adult adult adult old adult young

[261] young young young young young young young young young young

[271] young young young young young young young young young adult

[281] young young young young young young adult adult adult adult

[291] adult adult adult adult adult adult adult adult adult adult

[301] adult adult adult adult adult adult adult adult young young

[311] young young young young young young young young adult young

[321] adult adult adult adult adult adult adult adult adult adult

[331] adult adult adult adult adult adult adult adult adult adult

[341] adult adult adult adult adult adult adult adult adult young

[351] young young young young young young young young young young

[361] young young young young young young young adult young adult

[371] young adult adult young adult adult adult adult adult adult

[381] adult adult adult adult adult adult adult adult adult adult

[391] adult adult adult adult adult adult adult adult old adult

[401] adult adult adult adult adult adult adult adult young young

[411] young young young young young young young adult adult adult

[421] adult adult adult adult old adult adult adult adult adult

[431] old adult adult adult adult adult adult adult adult young

[441] young young young young young young young young young young

[451] young young young young young young young young adult young

[461] young young young young adult adult young old adult adult

[471] adult adult adult adult adult adult adult adult adult adult

[481] adult adult old adult adult adult adult adult adult adult

[491] adult adult adult adult adult adult adult adult adult adult

[501] adult adult adult adult adult adult adult adult adult adult

[511] adult adult adult adult adult adult adult old adult adult

[521] adult adult adult adult adult adult adult adult young young

[531] young adult adult adult adult adult adult adult adult adult

[541] adult adult old adult young young young young young young

[551] adult adult young young young young adult adult adult adult

[561] old adult adult adult adult adult adult adult adult adult

[571] adult adult adult old adult adult adult adult adult old

[581] adult adult adult adult adult adult old adult old young

[591] young young young young young young adult adult adult adult

[601] adult adult young young young young young young young young

[611] young young young adult adult adult adult adult adult adult

[621] old adult young young young young old young young young

[631] young young young adult young young young adult adult adult

[641] young adult old young young adult young old old adult

[651] adult adult adult adult old old old old old young

[661] old old adult adult young adult adult adult young adult

[671] old adult young old adult old adult adult adult old

[681] old adult adult adult young adult adult young adult adult

[691] young adult adult adult young old adult old adult adult

[701] adult adult adult adult old adult old young young young

[711] young adult young young adult adult adult old adult adult

[721] young young young adult adult old adult young old old

[731] young young old old adult old adult adult adult adult

[741] old old old young young young young young young adult

[751] young adult adult adult adult adult adult adult adult adult

[761] adult adult adult adult young young young young young young

[771] young young adult adult adult adult adult adult adult adult

[781] adult adult adult adult adult adult adult adult adult young

[791] young young young adult adult adult young adult adult adult

[801] adult adult adult adult adult adult adult young young young

[811] young young young young young young adult young adult young

[821] adult adult adult adult adult adult adult adult adult adult

[831] adult adult old adult adult old adult young young young

[841] young young young young adult adult adult adult adult adult

[851] adult adult adult adult adult adult young young young young

[861] adult adult adult adult adult adult adult adult adult adult

[871] adult adult adult adult adult adult adult adult adult adult

[881] adult adult adult adult adult adult adult old young young

[891] young young adult adult adult adult old adult adult adult

[901] adult adult adult old adult adult adult adult old adult

[911] old young young young young adult young adult adult young

[921] young young adult adult adult adult adult adult adult adult

[931] old young adult adult adult young adult adult young young

[941] young young adult old adult old adult young young young

[951] old young adult young adult old old young young young

[961] adult old adult old old adult adult young young young

[971] young young adult adult adult young adult adult old adult

[981] old adult adult adult adult adult adult old young adult

[991] young young adult young young adult adult adult young young

[ reached getOption("max.print") -- omitted 259 entries ]

Levels: young adult old

* Importing iris dataset.

> data("iris")

> library(ggplot2) # we will use ggplot2 to visualize the data.

> head(iris) # first 6 rows of the iris dataset

Sepal.Length Sepal.Width Petal.Length Petal.Width Species

1 5.1 3.5 1.4 0.2 setosa

2 4.9 3.0 1.4 0.2 setosa

3 4.7 3.2 1.3 0.2 setosa

4 4.6 3.1 1.5 0.2 setosa

5 5.0 3.6 1.4 0.2 setosa

6 5.4 3.9 1.7 0.4 setosa

> str(iris) # structure of the iris data using str() function in R.

'data.frame': 150 obs. of 5 variables:

$ Sepal.Length: num 5.1 4.9 4.7 4.6 5 5.4 4.6 5 4.4 4.9 ...

$ Sepal.Width : num 3.5 3 3.2 3.1 3.6 3.9 3.4 3.4 2.9 3.1 ...

$ Petal.Length: num 1.4 1.4 1.3 1.5 1.4 1.7 1.4 1.5 1.4 1.5 ...

$ Petal.Width : num 0.2 0.2 0.2 0.2 0.2 0.4 0.3 0.2 0.2 0.1 ...

$ Species : Factor w/ 3 levels "setosa","versicolor",..: 1 1 1 1 1 1 1 1 1 1 ...

* Removing the fifth non-numeric column.

> #Create a new data frame and remove the fifth

> iris2 <- data.frame(iris)

> # Removing the non-numerical Species column.

> iris2$Species = NULL

> head(iris2)

Sepal.Length Sepal.Width Petal.Length Petal.Width

1 5.1 3.5 1.4 0.2

2 4.9 3.0 1.4 0.2

3 4.7 3.2 1.3 0.2

4 4.6 3.1 1.5 0.2

5 5.0 3.6 1.4 0.2

6 5.4 3.9 1.7 0.4

> wss<- sapply(1:k.max,function(k){kmeans(iris2[,3:4],k,nstart = 20,iter.max = 20)$tot.withinss})

> wss # within sum of squares.

[1] 550.895333 86.390220 31.371359 19.465989 13.916909 11.025145

[7] 9.236596 7.615402 6.456495 5.528149 5.115650 4.691349
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> icluster <- kmeans(iris2[,3:4],3, nstart = 20)

> icluster

K-means clustering with 3 clusters of sizes 52, 48, 50

Cluster means:

Petal.Length Petal.Width

1 4.269231 1.342308

2 5.595833 2.037500

3 1.462000 0.246000

Clustering vector:

[1] 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3

[34] 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

[67] 1 1 1 1 1 1 1 1 1 1 1 2 1 1 1 1 1 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

[100] 1 2 2 2 2 2 2 1 2 2 2 2 2 2 2 2 2 2 2 2 1 2 2 2 2 2 2 1 2 2 2 2 2

[133] 2 2 2 2 2 2 1 2 2 2 2 2 2 2 2 2 2 2

Within cluster sum of squares by cluster:

[1] 13.05769 16.29167 2.02200

(between\_SS / total\_SS = 94.3 %)

Available components:

[1] "cluster" "centers" "totss" "withinss"

[5] "tot.withinss" "betweenss" "size" "iter"

[9] "ifault"

> table(icluster$cluster,iris$Species)

setosa versicolor virginica

1 0 48 4

2 0 2 46

3 50 0 0