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**ABSTRACT**

This paper describes the application of the inverted index with the use of position index for documents and its textual content.
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# INTRODUCTION

Information retrieval is an increasingly important topic in today’s world as it becomes more difficult every day to find relevant information. The increase of available information online requires the development and improvement of new and existing concepts to efficiently find and retrieve relevant information. This paper will implement an inverted index with two different algorithms in order to compare the use of different technics in terms of performance and efficiency when processing large amount of text.

# OBJECTIVE

The purpose of this project is to demonstrate the ability of certain algorithms to process a number of text files and create an inverted index for those files and words. In order to gain more insight into the importance of the algorithm used to index text files the application will use two different variants of indexing text files and compare their different technics.

# PROGRAM & ALGORITHM

The application was developed with a minimum required user interface in order to execute the required tasks. For the purpose of efficiency the inverted index is only available in memory and not in a persistent context (expect dictionary file). After the successful creation of the index the user is able to search a term in the index and get a list of locations for the term if it is contained in any of the indexed files.

## Variant 1

This algorithm is based on the standard process of creating an inverted index including the position index for each term. The algorithm will first extract all the terms from each file and then sort the terms in alphabetical order. The next step will iterate through the files again and extract the position for each occurrence of each term and save the result in a HashMap.

## Variant 2

This algorithm is substantially different from variant 1. This variant will scan each file and extract the terms for each file. The terms are then individually compared to any existing occurrence of the term in the index and either update the term with a new position or create the index with its initial position respectively. The result for each file is an updated HashMap of terms and their positions that will then be used as input for the next file.

## Dictionary file

The dictionary file is a text file that is created storing all the terms retrieved from the documents in a separated line. Because variant 2 never has a complete list of words in an ordered format only variant 1 is able to create such a file. The directory that the file will be created is shown in the value of the variable “dictionary\_directory” in the application.

## Test Data

The data set used for testing was from Reuters and is available under the following link: http://www.daviddlewis.com/resources/testcollections/reuters21578/

# Conclusion

## Results

The variants 1 & 2 were both tested with the same set of data consisting of 21,578 articles roughly 28 MB in size. Variant 1 of the application was not able to create the inverted index of the whole data set in a reasonable provided time. The indexing of smaller files shows that this variant is able to index approximately 573 terms/second. Variant 2 was able to create the inverted index of the given data set with position index in less than 3 seconds.

## Performance

The two different variants show quite a substantial difference in performance and efficiency. Variant 1 seems very slow compared to variant 2 and part of the reason is that the files have to be scanned several time for each individual process stage (extraction, sorting, position index). Variant 2 only scans each file once as it combines all the stages of text processing in one sequence. Further investigation into the algorithms could lead to improved efficiency of either variant which might lead to better performance and efficiency.
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