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# 1.围棋

## 1.1起步

全组四个女生，全部都是没有任何围棋经验的。这里的没有经验是指

1.我们无法判断一步棋的好坏与质量

2.不能通过人机对弈的方法来找出不足

3.因为不具备其余前导知识我们从思路上从一开始就很依赖模拟—搜索这个模式。

不管是我们的ai还是我们自身，从一开始我们就在想着同样的事情。我们的起步很低，因为一点围棋知识都没有的我们要怎么教一个同样什么都不懂的电脑呢？这种起步的好处在于我们并没有因为自视棋艺高而批判某种算法，坏处在于从一开始我们就只能思维定势在这一方向上。

至于我们为什么没有事先去学习围棋，我个人的情况是：在本学期有打算学围棋，虽然最后的成果只有知道了围棋规则，这种水平自然不敢妄言会围棋了。直到这门课结束，我依旧没有下赢过围棋小游戏。

还有一件事，就是关于coding能力的问题，关于这一点，开始的时候也挺自以为是的，觉得自己的起步还算不错，但是也确实因为这份自负给团队带来了一些麻烦，之后我会详细说明。

最后一点是思维上面的起步，这一点很重要，这一点决定了我们之后AI前进的方向。

从我的角度来思考，在我只知道规则的情况下，我要怎么去下围棋呢？

1.观察有经验的对手的下棋方法

2.“下一步猜三步”

至少我觉得这是一个下棋的通式，如何猜中对手的心思和如何比对手想的更远。

至少从这种思路切入的话，很自然的想到两个方向1.模仿学习 2.搜索解空间。前者应该需要用到机器学习的相关知识，但是这个方向我一开始就没打算继续，首先是因为自己这领域的知识太少缺少入手点，再者也是考虑到难度和课程时间，怕技术上无法实现得不偿失。后者应该是计算机拿手的，人在有限时间内能搜索的广度一定比不上计算机，至少从数量上来说是的，质量上就不好评定了。

至此就确定了方向，接下来我们的目标就是两个

1.提高计算机的搜索广度

2.提高搜索质量

## 1.2思考

### 1.2.1 对于uct的思考

模拟-搜索模式是顺势而生的一个想法，我想也是大部分人都会选择的方法。果然能找到更为完整的前人的工作——uct。

其实我对于uct的认识或者感情随着我自身棋力的变化差别还挺大的。从一开始的不得不依赖到质疑再到最后觉得神奇。因为分工原因，uct的基础源码并不是我实现的，uct也不是我从paper上学来的，而是我之后接手项目继续开发debug的时候直接从代码上读出来的。

不得不依赖

当我的围棋水平和一个只知道规则的电脑一样的时候，我不得不依赖uct，因为就算是傻瓜式的搜索计算机下的uct一定比我考虑的情况多得多。一开始自己是弱于uct的，在大量对站里uct下在哪里，好不好，我都没办法判断，就比如有一个明显的点下在那里可以吃掉一大片子，但是uct没有下，我也只能认为uct比我有更远的考虑。（其实这一时期因为气的计算错误，那段算错气的阶段里……我一度说服自己uct看起来就是在随机下棋一定是uct有更深的思考……）。后来用纯uct（气已经没有问题了，是正确的uct），不加任何质量上的筛选单纯傻瓜式的uct，我观察了很多局之后，自己摸了些门道之后，也有“uct和我想到一起去了”和“比起uct我更会选择下在这里”的情况。所以前期几乎就是uct教我下棋，再加上当时经过提速的纯uct已经打败了上一届第三，所以一开始还是挺依赖的。

质疑

质疑应该是一开始就有的，只是碍于自己水平的问题，就算有顾虑也没有更好的解决方法。如果围棋问题仅仅靠着搜索就能解决那就不叫难题了。围棋的规则太过简单，以至于太活，很难有有效的方法去缩小他的搜索空间，所以搜索空间的巨大是其他棋不能比的，我们单纯uct中场搜索也就只能到达4层左右，毕竟指数级增长。

后来我的棋力增长超过uct的时候，已经能很明显看出uct下的一些臭棋了，这时候这种质疑就更深了。后来我脱离代码去看了之前同组同学找到的两篇相关论文，两篇论文的差距就在于访问次数和得分两者所占比例的不同。这个比例的控制我一直觉得很神奇，当然论文里面的这个比例是有大量实验支持的，我们一共换过三个uct公式，其中一个提高了棋力，另一个没有。论文多以19\*19的棋盘做研究基础，而我们是13\*13。我觉得这也很可能是论文公式所述效果并没有在我们实践中发挥所述那么好的效果的原因。后来一度想要调整，但是当我发现这才是我们的瓶颈点的时候已经接近后期了，在没有任何理论支持下，我没敢轻易尝试。最后选的是三个公式中最好的那一个。

还有uct的收敛问题，这个是组里另一个同学在后期发现的，发现我们在搜索到9.5s 20k盘左右的时候就已经很容易收敛了（当时我们的uct是9.5s 120k），当然需要排除一下一开始子太少情况下难收敛的情况和有明显好点出现时很快收敛的情况。这对于我来说是个很震惊的消息，因为我一开始就定式思维在：搜索愈多愈好。

一开始没能提出来的顾虑后来一个接一个的变成瓶颈出现了。就我个人而言，我觉得这是我们这次项目的致命伤，我们对uct的质疑没有更早的去验证，直到最后才发现这里才是最大的坑，最大的瓶颈。

神奇的uct

最后我觉得uct的神奇在于，在我发现了这么多uct的局限性以及模拟那么多盘都是浪费之后，试图在它上面做改进（包括剪枝，pattern，一系列trick配合筛选），企图把傻瓜是下棋变的聪明一点，提高搜索质量，但是结果发现效果竟然都不如纯傻瓜式uct。

总之uct带给我太多惊喜，一言难尽，最后比赛时我们还是用的纯uct，表现也就不上不下。感觉又回到了最初，不得不依赖uct。就算比赛结束了，我依然觉得我们的棋力无法提高的瓶颈在uct，但是我没有找到解决他的方法。

### 1.2.2 用排序筛选代替剪枝

剪枝一般用来缩小搜索空间，能更快的收敛到最优解，围棋搜索空间巨大，感觉采用剪枝也是理所当然的。要减去的枝其实也很明显，简单来说

1. 开局明显空旷的地方
2. 已经无力挽救的地方

不考虑复杂情况就是因为围棋太活了，如果把剪枝条件限制的再严一点，很容易就陷入局部最优解，对全局而言未必好。关于这一点，我能断言是因为我确实测试过。

仅仅是减去上述这两部分对搜索空间来说都是很大程度的减小。而且这两个条件明显所涵盖的点多并且条件松，所以我们都预计这个带来的负面影响将小于他正面的提高。之后我们确实付诸于行动了。但是从实际测试情况，和我们的预期是相反的。原因出在

1. 每一步uct搜索都需要重新设定棋盘状态并分析
2. 每一步剪枝所用的trick都需要重头做一遍
3. Trick中大多使用真气
4. 围棋的前中后棋剪枝条件并不相同，比如中后期放弃明显空旷的地方其实效果并不好

在有限时间里，每一步都浪费一点时间，累加起来是不可承受的。我们想的折中方法是在uct启动之前传进去一个我们认为好的搜索顺序，让uct在这个顺序上启动搜索。要点是：

1. 这个数组针对每一次ucts搜索，即只在每次uct启动前更新这个价值点排序的数组，只在真实发生的棋子移动后这个数组的顺序和大小才会改变。
2. Uct里面模拟的时候都按这个数组中优先级来搜索
3. Uct模拟的时候可以记录dirty位，即已经在先前模拟中被占据已经属于不合法的移动，不会产生模拟在不合法位置的情况

在这个方法里我们没有减掉任何一个点，并且一切价值点的判断放在uct之外，那这里的时间开销就不足为惧了，并且给了我们更多施展的空间，我们怕局部最后而减去不该减去的点，但是我们不用担心提前用uct模拟局部最优的点。而这也达到了我的目标，尽快收敛。

我们对以下情况的点给予较高的优先级：

1. 吃子点
2. 救子点
3. 提气点
4. 棋谱匹配点
5. 距离对方上次下子点近的区域

我们对以下点给予较低的优先级：

1. 棋盘最边缘一圈

实验结果，这个措施提高了我们的棋力。在我写报告的时候觉得这一部分还有很大优化空间，对于优先级的分配应该可以按照围棋进行时期不同而不同，每一步选择可以更为细致一点，比如救子点，我们做到的是能保证救子不是白救，就是救了这个子之后这个棋串的气变多了。

### 1.2.3为什么我们放弃了amaf

我认为amaf和uct有点相悖，amaf重视全部模拟下这一点的分值总和，uct则重视每一步这一点的分值。根据上一届同学(undecidable)的经验，这两种方法虽然相悖，但是如果可以一起使用，在不同时期控制两种方法贡献的比例可以带来很棒的效果。但是我们最后没有用进去，是出于很无奈的原因，很大部分是代码实现上的问题，amaf要求维护一个全局数组，但是我们当时已经用了多线程加速uct，多线程维护一个数组必然会遇到线程加解锁问题，强行把amaf放到多线程当中，只怕频繁的分值更新操作会让多线程变成单线程。我们最后选择了保留多线程而放弃了amaf。

### 1.2.4 pattern和trick怎么组合才有效

关于pattern有很多论文研究，我们也在论文中找到了一种配合方式。这个在总报告中有详细叙述，而且也不是我做的，我这里就不赘述了。单用Pattern的效果其实并不好，后来尝试配合，但是我们的uct并没有优化加速到足以支持这些时间开销，和剪枝的效果差不多，这些组合带来的效益并没有弥补uct搜索盘数减小带来了负面影响。所以pattern和trick怎么组合才有效，我觉得论文还是最好的材料，如果uct的优化足够倒是不妨一试。

### 1.2.5 那些除去策略之外可以提高棋力的方法

1. 开局定式
2. 棋谱
3. 置换表
4. 位运算加速

这些方法有好有坏，之后我会具体讲，有些方法只是想得好。

### 1.2.6 怎么判断棋力

对战是比较直接的方法，比如模拟对战10局，达到80%以上胜率就可以说胜者棋力较高，不然胜负可能只是一定概率而已。重点是怎么找这个对手，我们的经验是：

1. 格外trick少，比如提前吃子救子这种trick
2. 棋力稳定，应该是遇强则强
3. 具体需求

胜负终究是双方棋力博弈的结果，trick可能会带来一些效果，测试的时候容易被trick混淆掉真实棋力，而且因为trick容易针对，就算赢了这一版，很可能是因为对他的trick做了针对处理，而并不是本质棋力的提高。

我们测试前期是以上一届来作为对手，从最后慢慢开始往上走，最后阶段我们的对手就是上一届第二名。

我们也有自己不同时期版本之间比的时候，但是我觉得真的有效的是在uct换公式那次。其他时候单变量变化带来的效益不明显的时候对战的意义都不大。

### 1.2.7 针对比赛该做些什么

我觉得比赛比的不仅是棋力还有我们的头脑策略。当棋力旗鼓相当的时候，比的就是trick和运气了。也是在正式比赛之前和别人模拟比赛之后得出的结论：

1. 要靠吃子来抢占先机。这个其实特别明显，在前20步的时候，大家的uct起的作用并不那么抢，但是如果在这个时期能吃掉对方的很多子，就可以造出很多假眼，这些假眼很有潜力成为真言。而且还有更重要的原因，因为我们是13\*13的小棋盘，如果被抢先吃去5+的棋子，先机就会被抢走，棋面一下就会弱下去，靠后期是很难力挽狂澜的。
2. Trick最好不要全程使用，trick是用在uct搜索之前的，如果全程使用，就会因为trick的优先级对uct的效果大打折扣，这种折扣不止是体现在当下。
3. 最后的收官。这个是用在最后的时期，胜负几乎已经确定的情况下，要尽可能占据大的地盘，这对最后难分胜负的对弈很有效。这个最后遗憾我们没能加上去。

## 1.3 实现

### 1.3.1 放弃自己预想的数据结构

这点是我对全组感到抱歉的地方，我负责一开始基础工程的建立。我习惯性的按自己的编程习惯封装了一些对象。后来经同组同学测试，单单这个数据结构就使得棋盘效率降了一倍。我自己也很吃惊，然后反复看自己写的东西，不说效率降低的问题，再回顾就觉得自己写的欠考虑，没有想的很清楚就动手写了，结构有冗余的地方并且耦合性很高，无论是后期增删还是和别人合作都是不利的。后来全部推掉重写了。用了最简单的数据结构，就只封装了棋盘状态一个对象。这期间浪费了一个礼拜的宝贵时间，挺耽误后面同学的开发的。我的经验教训就是：动手之前想清楚，除非已经对这个工程的脉络清楚到不行，不然就使用简单的数据结构，对自己对团队都好。

### 1.3.2 棋盘的可维护性有限

棋盘上的维护泛指对棋局的维护，比如棋串维护等。因为分工关系我有部分代码实现工作在这方面。但是我发现这边能做的并不是很多，比如很明显有效的并查集维护棋串，合并循环，减少循环等。这个维护和数据结构有关系，因为我们的数据结构很简单，又加上用了空间换时间的方法，就更一目了然。还有位运算这种，位运算确实快，但是他快的运算我们多半没用上。换的性价比不高最后舍弃了。

### 1.3.3真气和伪气的取舍

气是围棋很重要的一部分，很多操作都要求真气，我们组还有很长一段时间因为气算错而陷入泥沼。我们最后保留了真气和伪气两个，真气耗时，伪气只能判断是不是只有一口气了。就像我之前说的，任何一个在uct里面使用的耗时操作我们都一再斟酌，再少的时间消耗都禁不起大量的堆积。配合我们最终的策略，我们在uct搜索之外使用真气，在uct之中只用伪气。

### 1.3.4在减少时间开支上那些看似有效的方法

1. 置换表

这部分不是我实现的，全靠我们组另一位编程大神（刘静静）实现。实现过程很辛苦。当时从数据上置换表能达到1/10中率，其实是很能缩小重复局面搜索的。但是万万没想到构建置换表使用他维护新的数据结构所花费的时间更多。得不偿失的又一个例子。我知道有别的组用了这个方法，并且可能对提高棋力有效，但是对于我们当时的策略下，置换表得不偿失。

1. unrolling

这个是我为了加速c语言操作查找的，大致是利用流水线操作知识把循环拆成两个来加速。但是实际上这种东西很过时，因为vs在编译的时候会帮助优化，而且优化的远比这些操作来得多，很明显的一个例子就是release版本和debug版本之间的10倍效率差距。

### 1.3.5 最终没能实现的gpu编程

因为我一直觉得在uct里面各种pattern和trick的组合优化不好是因为我们还是不够快，不足以支持这些操作，以至于无法让这些东西发挥效果，所以一直在想办法怎么还能再快一点。这个算是我最后的挣扎了，在临比赛前一天考完试之后开始做的。有这个想法倒是之前就有，因为听说GPU计算比CPU计算在某种情况下快300倍。这个对我诱惑力很大，然后开始尝试做，因为GPU编程之前没有接触过，所以光是入门就浪费了不少时间，但是真正没做下去是因为我发现有些问题：

1. 对于我们单个节点的产生并不花费多少时间，并且计算量只有计算分数
2. 我所认识的GPU编程是：原本在CPU上面做的运算，在GPU上开辟同样的空间，复制数据，做完之后再把结果复制会CPU。所以，究竟计算缩短的时间有比复制数据的时间长么？如果复制数据的时间更长，那GPU完全是个累赘。
3. GPU编程的.cu文件和c文件的兼容性差，虽然是有改变编译命令行的方法可以解决，但是特别麻烦。

不过说到底，我最后并没有把这个尝试真的变成现实，也是因为自己编程水平有限，只剩一个晚上实在难以做出来，而且之后遇到的问题都在我更不熟悉的领域了。所以最后放弃了。但是还是存在一些好奇，GPU编程能很好的加速么？

### 1.3.6 突破瓶颈 > 找到正确的瓶颈 > debug > 加速 > 实现

这是这次写程序最直观的难度感受。

实现

实现角度而言，因为有Brown作为基础，都不需要考虑交互的问题，各种trick pattern uct棋谱等又是独立单元，每个单元的也没有什么实现难度。

加速

普通加速其实很简单，都不能算作瓶颈，应该是大家都能想到的解决方法。只要稍微分析一下耗时的地方加以优化就行了。

Debug

Debug一直都比写代码难，但是这次格外觉得难的原因在于小单元组合太多，小问题太难发现了，就比如我们组气计算错误，真的是很小很小的一个问题，但是却困扰了我们很久很久。而且本身调试也不是很简单。一些逻辑上的bug只有通过对战发现异常，还需要人为分析。我自己是直到最后都没找到一个觉得诚心的调试方法。

找到真正的瓶颈

我觉得这是我们这次AI的致命伤。我们一直以为搜索数量是我们的瓶颈，但是直到最后才发现UCT公式本身就还是个瓶颈。这次我们做了很多的尝试去加速，用了很多的方法，有成功有失败，但是如果我们能早些发现瓶颈所在，应该还能再努力一下。通过这次大作业，我感觉找瓶颈这件事应该是：不要完全信任任何一个决策。我觉得要分工每个小细节都去做，其实也是很难的，工作量会剧增，说不定每个方向上的突破效果还会打折。更快的找到瓶颈可能需要更多对围棋AI的理解吧，我们太过依赖搜索-模拟这个模式了。

## 1.4 反思

### 1.4.1 获得

这次大作业真的很有趣，无论是从思考上还是实现上对我都是一个挑战。但是在这次大作业中收获的确实很多。在整个过程中，自己能明显发现自己是一个手快于脑的人，因为这种原因也给团队带来不好的影响，并且做了大量的无用功。在真正开始做AI之前我重视实现高于制定策略方法，但是真的做起来就会越发感觉，实现只是个基本，思想才是核心。我最后整理比赛时用代码时，删掉了大量最终没有使用的代码，这些代码都花了心思，甚至比留下来的代码要复杂很多，但是都没用。剩下来的代码显得那么简单，很难想象我们是怎么把一个简单的Brown加工到那么臃肿的，感觉绕了很远的一个圈，如果之前能再想的清楚一点的话，我们应该可以事半功倍。在coding能力上，我也获得了很多，感觉c语言确实很难处理，在过程中也有因为自己实现不了而放弃的尝试。然后是团队合作，真的很开心四个女生能组队，我们四个本身就熟识，而且真的都是非常靠谱并且行动力很高的人，真的是一次发挥各自所长的合作。这是我至今为止最愉快的一次大作业合作了。

### 1.4.2 遗憾

这次大作业我一直感觉不上手，就是感觉做了很多但是效果达不到预期，总觉得做偏了，但是又找不到正确的方向，做的好不好和做得多不多并没有什么关系，关键在于能不能作对点。所以我一直感觉虽然在做，但是一直都做在不痛不痒的地方。遗憾总是有的，就是没能快点发现问题所在，让大家的努力都没能发挥它应有的价值。还有就是一些想法没能实现出来。最后比赛成绩占中游，我们都觉得是能接受的一个结果。

# 2.人工智能

人工智能这门课一开始就让我们写了对人工智能的看法。我当时觉得人工智能是建立在理性思考和决策之上的。上完这门课之后这种感觉更深了，我觉得人工智能中所包含的方法都有很强的数学性。而数学又是被太多次证明存在在我们生活的方法面面，存在在万物构造之中。恰好在这门课结束时，在知乎上看到一篇文章是说在围棋AI中应用神经网络等能够打败6-8段围棋选手。我们的大脑比我们聪明，而目前我们比我们的电脑聪明。所以我觉得之后会有人工智能和我们之间互相的竞争吧。

# 3.总结

人工智能这门课是我目前上过的最有趣的一门课，后期的人工智能因为数学性太强我觉得挺难的，最后的大作业很有趣但是也很累，但是也获得了相应的成就感。真的没想到自己最后的报告能写那么多，大概是每个坑对我来说都是新体验吧，印象太多深刻了。最后感谢一学期悉心教导的张教授，还有悉心解答的助教，还有就是一群很靠谱的队友啦~