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**Виконання роботи**

**Варіант 202 (-1,1)(-8,10)(-2, 6)**

from random import randint  
import numpy  
from scipy.stats import t, f  
  
  
  
  
def result():  
  
  
  
 columns = ["№", "x1", "x2", "x3", "x1\*x2", "x1\*x3", "x2\*x3", "x1\*x2\*x3", "x1^2", "x2^2", "x3^2"]  
  
  
 print("\nY = ", end="")  
 if stud[0] != 0:  
 print("{:.5f}".format(b[0]), end="")  
 for i in range(1, 11):  
 if stud[i] != 0:  
 print(" + {:.5f}\*{}".format(b[i], columns[i]), end="")  
 print()  
  
  
  
  
  
def geny(n, m, y\_max, y\_min):  
 mat\_y = [[randint(y\_min, y\_max) for j in range(m)] for i in range(n)]  
 for elem in mat\_y:  
 elem.append(sum(elem) / len(elem))  
 return mat\_y  
  
  
def kohren(mat\_y, m, n):  
 s = []  
 for i in range(n):  
 ks = 0  
 for j in range(m):  
 ks += (mat\_y[i][-1] - mat\_y[i][j]) \*\* 2  
 s.append(ks / m)  
 gp = max(s) / sum(s)  
 fisher = table\_fisher(0.95, n, m, 1)  
 gt = fisher / (fisher + (m - 1) - 2)  
 return gp < gt  
  
  
def cmb(arr):  
 return [1, \*arr,  
 arr[0] \* arr[1],  
 arr[0] \* arr[2],  
 arr[1] \* arr[2],  
 arr[0] \* arr[1] \* arr[2],  
 arr[0] \* arr[0],  
 arr[1] \* arr[1],  
 arr[2] \* arr[2]]  
  
#коэф  
  
  
def get\_b(lmaty):  
 a00 = [[],  
 [x\_nat\_mod[0]], [x\_nat\_mod[1]], [x\_nat\_mod[2]],  
 [x\_nat\_mod[0], x\_nat\_mod[1]],  
 [x\_nat\_mod[0], x\_nat\_mod[2]],  
 [x\_nat\_mod[1], x\_nat\_mod[2]],  
 [x\_nat\_mod[0], x\_nat\_mod[1], x\_nat\_mod[2]],  
 [x\_nat\_mod[0], x\_nat\_mod[0]],  
 [x\_nat\_mod[1], x\_nat\_mod[1]],  
 [x\_nat\_mod[2], x\_nat\_mod[2]]]  
  
 def calcxi(n, listx):  
 sumxi = 0  
 for i in range(n):  
 lsumxi = 1  
 for j in range(len(listx)):  
 lsumxi \*= listx[j][i]  
 sumxi += lsumxi  
 return sumxi  
  
 a0 = [15]  
 for i in range(10):  
 a0.append(calcxi(n, a00[i + 1]))  
  
 a1 = [calcxi(n, a00[i] + a00[1]) for i in range(len(a00))]  
 a2 = [calcxi(n, a00[i] + a00[2]) for i in range(len(a00))]  
 a3 = [calcxi(n, a00[i] + a00[3]) for i in range(len(a00))]  
 a4 = [calcxi(n, a00[i] + a00[4]) for i in range(len(a00))]  
 a5 = [calcxi(n, a00[i] + a00[5]) for i in range(len(a00))]  
 a6 = [calcxi(n, a00[i] + a00[6]) for i in range(len(a00))]  
 a7 = [calcxi(n, a00[i] + a00[7]) for i in range(len(a00))]  
 a8 = [calcxi(n, a00[i] + a00[8]) for i in range(len(a00))]  
 a9 = [calcxi(n, a00[i] + a00[9]) for i in range(len(a00))]  
 a10 = [calcxi(n, a00[i] + a00[10]) for i in range(len(a00))]  
  
 a = numpy.array([[a0[0], a0[1], a0[2], a0[3], a0[4], a0[5],  
 a0[6], a0[7], a0[8], a0[9], a0[10]],  
 [a1[0], a1[1], a1[2], a1[3], a1[4], a1[5],  
 a1[6], a1[7], a1[8], a1[9], a1[10]],  
 [a2[0], a2[1], a2[2], a2[3], a2[4], a2[5],  
 a2[6], a2[7], a2[8], a2[9], a2[10]],  
 [a3[0], a3[1], a3[2], a3[3], a3[4], a3[5],  
 a3[6], a3[7], a3[8], a3[9], a3[10]],  
 [a4[0], a4[1], a4[2], a4[3], a4[4], a4[5],  
 a4[6], a4[7], a4[8], a4[9], a4[10]],  
 [a5[0], a5[1], a5[2], a5[3], a5[4], a5[5],  
 a5[6], a5[7], a5[8], a5[9], a5[10]],  
 [a6[0], a6[1], a6[2], a6[3], a6[4], a6[5],  
 a6[6], a6[7], a6[8], a6[9], a6[10]],  
 [a7[0], a7[1], a7[2], a7[3], a7[4], a7[5],  
 a7[6], a7[7], a7[8], a7[9], a7[10]],  
 [a8[0], a8[1], a8[2], a8[3], a8[4], a8[5],  
 a8[6], a8[7], a8[8], a8[9], a8[10]],  
 [a9[0], a9[1], a9[2], a9[3], a9[4], a9[5],  
 a9[6], a9[7], a9[8], a9[9], a9[10]],  
 [a10[0], a10[1], a10[2], a10[3], a10[4], a10[5],  
 a10[6], a10[7], a10[8], a10[9], a10[10]]])  
 c0 = [calcxi(n, [lmaty])]  
 for i in range(len(a00) - 1):  
 c0.append(calcxi(n, a00[i + 1] + [lmaty]))  
 c = numpy.array([c0[0], c0[1], c0[2], c0[3], c0[4], c0[5],  
 c0[6], c0[7], c0[8], c0[9], c0[10]])  
 b = numpy.linalg.solve(a, c)  
  
 return b  
  
  
  
  
  
def table\_student(prob, n, m):  
 x\_vec = [i \* 0.0001 for i in range(int(5 / 0.0001))]  
 par = 0.5 + prob / 0.1 \* 0.05  
 f3 = (m - 1) \* n  
 for i in x\_vec:  
 if abs(t.cdf(i, f3) - par) < 0.000005:  
 return i  
  
  
def table\_fisher(prob, n, m, d):  
 x\_vec = [i \* 0.001 for i in range(int(10 / 0.001))]  
 f3 = (m - 1) \* n  
 for i in x\_vec:  
 if abs(f.cdf(i, n - d, f3) - prob) < 0.0001:  
 return i  
  
  
#стьюдент  
  
  
def student(n, m, mat\_y):  
 disp = []  
 for i in mat\_y:  
 s = 0  
 for k in range(m):  
 s += (i[-1] - i[k]) \*\* 2  
 disp.append(s / m)  
  
 sbt = (sum(disp) / n / n / m) \*\* (0.5)  
  
 bs = []  
 for i in range(11):  
 ar = []  
 for j in range(len(mat\_y)):  
 ar.append(mat\_y[j][-1] \* cmb(xnorm[j])[i] / n)  
 bs.append(sum(ar))  
  
 t = [(bs[i] / sbt) for i in range(11)]  
 tt = table\_student(0.95, n, m)  
 st = [i > tt for i in t]  
 return st  
  
  
#кохрен  
  
  
def kohren(mat\_y, m, n):  
 s = []  
 for i in range(n):  
 ks = 0  
 for j in range(m):  
 ks += (mat\_y[i][-1] - mat\_y[i][j]) \*\* 2  
 s.append(ks / m)  
 gp = max(s) / sum(s)  
 fisher = table\_fisher(0.95, n, m, 1)  
 gt = fisher / (fisher + (m - 1) - 2)  
 return gp < gt  
  
  
#фишер  
  
def fisher(b\_0, x\_mod, n, m, d, mat\_y):  
 if d == n:  
 return True  
 disp = []  
 for i in mat\_y:  
 s = 0  
 for k in range(m):  
 s += (i[-1] - i[k]) \*\* 2  
 disp.append(s / m)  
  
 sad = sum([(sum([cmb(x\_nat[i])[j] \* b\_0[j] for j in range(11)]) - mat\_y[i][-1]) \*\* 2 for i in range(n)])  
 sad = sad \* m / (n - d)  
 fp = sad / sum(disp) / n  
 ft = table\_fisher(0.95, n, m, d)  
 return fp < ft  
  
  
l = 1.215  
  
x\_min = [-1, -8, -2]  
x\_max = [1, 10, 6]  
  
x\_0 = [(x\_min[0] + x\_max[0]) / 2,  
 (x\_min[1] + x\_max[1]) / 2,  
 (x\_min[2] + x\_max[2]) / 2]  
  
x\_l = [l \* (x\_max[0] - x\_0[0]) + x\_0[0],  
 l \* (x\_max[1] - x\_0[1]) + x\_0[1],  
 l \* (x\_max[2] - x\_0[2]) + x\_0[2]]  
  
x\_cp\_min = sum(x\_min) / 3  
x\_cp\_max = sum(x\_max) / 3  
  
ymin = round(200 + x\_cp\_min)  
ymax = round(200 + x\_cp\_max)  
  
xnorm = [[-1, -1, -1], [-1, 1, 1], [1, -1, 1],  
 [1, 1, -1], [-1, -1, 1], [-1, 1, -1],  
 [1, -1, -1], [1, 1, 1], [-l, 0, 0],  
 [l, 0, 0], [0, -l, 0], [0, l, 0],  
 [0, 0, -l], [0, 0, l], [0, 0, 0]]  
  
x\_nat = [[x\_min[0], x\_min[1], x\_min[2]],  
 [x\_min[0], x\_min[1], x\_max[2]],  
 [x\_min[0], x\_max[1], x\_min[2]],  
 [x\_min[0], x\_max[1], x\_max[2]],  
 [x\_max[0], x\_min[1], x\_min[2]],  
 [x\_max[0], x\_min[1], x\_max[2]],  
 [x\_max[0], x\_max[1], x\_min[2]],  
 [x\_max[0], x\_max[1], x\_max[2]],  
 [-x\_l[0], x\_0[1], x\_0[2]],  
 [x\_l[0], x\_0[1], x\_0[2]],  
 [x\_0[0], -x\_l[1], x\_0[2]],  
 [x\_0[0], x\_l[1], x\_0[2]],  
 [x\_0[0], x\_0[1], -x\_l[2]],  
 [x\_0[0], x\_0[1], x\_l[2]],  
 [x\_0[0], x\_0[1], x\_0[2]]]  
  
n = 15  
m = 3  
  
#при неправильном фишера начинает сначала  
while True:  
  
 while True:  
 print("m = {0}\nn = {1}\n".format(m, n))  
 x\_nat\_mod = [[x\_nat[i][j] for i in range(15)] for j in range(3)]  
 y = geny(n, m, ymax, ymin)  
 matymod = [y[i][-1] for i in range(len(y))]  
  
 kohren\_flag = kohren(y, 3, 15)  
 print("дисперсия {}однородна, с вероятностью = {:.2}"  
 .format("" if kohren\_flag else "не ", 0.95))  
 if kohren\_flag:  
 break  
 else:  
 m += 1  
  
 b = get\_b(matymod)  
  
 stud = student(n, m, y)  
 d = sum(stud)  
  
 fisher\_ = fisher(b, x\_nat\_mod, n, m, d, y)  
 print("уравнение {}адекватно оригиналу, с вероятностью = {:.2f}\n"  
 .format("" if fisher\_ else "не ", 0.95))  
 result()  
 if fisher\_:  
 break