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Sprawozdanie sk2

Wieloosobowa gra czasu rzeczywistego.

1. Opis projektu

Gra bulletHell.io jest wieloosobową grą czasu rzeczywistego z gatunku shooter-battleRoyal pozwalającą na jednoczesną grę do 4 graczy (aczkolwiek jest to ograniczenie miękkie, które można łatwo zwiększyć) na pojedynczej instancji (które mogą być uruchomione równolegle).

Gracz, aby wygrać - musi zostać ostatnim [graczem] na planszy – poprzez eliminację innych przeciwników. Przy rozpoczęciu rozgrywki i połączeniu się z serwerem gracz ma dostęp do edycji swojego awatara i przejścia do kolejki oczekujących na rozgrywkę.

Gdy zostanie zebrana odpowiednia ilość oczekujących graczy [3], serwer odlicza czas do rozpoczęcia rozgrywki [30s] i uruchamia grę. Każdy z graczy zostaje rozmieszony w losowym miejscu na ograniczonej planszy i jego zadaniem jest jednorazowe trafienie przeciwnika – wtedy też przeciwnik zostaje wyeliminowany i usunięty z rozgrywki. Gra jest kontynuowana do ostatniego gracza. Jeżeli w trakcie już istniejącej gry – do serwera podłączyłby się nowy gracz – otwierana jest nowa poczekalnia.

* użyta technologia

- BSD socket na systemie linux – użyte do komunikacji klient-serwer (linux-linux)

- raylib/raygui – silnik graficzny będący wrapperem opengl z dostępem do kreatora GUI i opcją manipulowania kolizji napisana w C

2. Opis komunikacji pomiędzy serwerem i klientem

Komunikacja klient-serwer odbywa się po protokole SCTP przez ręcznie przygotowane „wiadomości” (nazwanej również pakietem) przez funkcje serializującą w ciele programu. Każdy wiadomość podlega następującej strukturze:

![](data:image/png;base64,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)

ABC jest nagłówkiem wiadomości odpowiadającym strukturze wiadomości

1. wartość przekazywania liczby elementów dla struktury wektorowej – dla 0 przekazywany jest jeden element

1111 rozmiar najbliższej wysyłanej struktury

[----] wartość przekazywanej struktury

# znak końca wiadomości

Klient i serwer w swoim programie posiadają te same definicje struktur wykorzystanych do przesyłu. Każda ze struktur posiada 3-literowy nagłówek wiadomości pozwalający na przekazanie pakietu do odpowiedniej funkcji zarządzającej danymi. Jeżeli przekazywany jest wektor struktur. Bajt wektora ustawiany jest na liczbę przekazywanych struktur, co pozwala na odczytanie jednego pakietu ciągiem jako całość wiadomości. Rozmiar najbliższej struktury jest informacją - ile bajtów należy odczytać do wczytania całej wiadomości. Bajt końca będący ‘#’ używany jest do sprawdzenia poprawnego odczytania pakietu.

3. Podsumowanie

* Serializacja informacji

- Do transformacji struktury wysyłanej do formatu pakietu wykorzystuje się funkcje szablonowe, które za

argument przyjmują dowolną „wspieraną” klasę (czyli taką posiadającą wbudowany nagłówek jako jedną z funkcji szablonowych), oraz deskryptory, na który ma zostać wysłana wiadomość. Cała transformacja wykorzystuje mechanizm ‘castowania’ do zamiany ciągu bitów na inny – w przypadku BSD sockets na ciąg znaków char, która odbywa się w sposób nieblokujący. Odbiór odbywa się na tej samej zasadzie przy zapisie struktury jako referencji.

* Działanie serwera

- Przy prawidłowym połączeniu się z serwerem i wybraniu awatara - gracz trafia do tzw. poczekalni, gdzie

serwer oczekuje na graczy do rozpoczęcia gry. W poczekalni co około 0.5 s rozsyłana jest informacja do wszystkich graczy w poczekalni o znajdujących się w niej graczach (nazwa oraz kolor) a także o pozostałym czasie. Gdy liczba graczy w poczekalni jest równa 3 – rozpoczyna się okres przygotowania do gry, gdzie po okresie 30 sekund zostanie uruchomiona rozgrywka. Gracze którzy połączą się z serwerem w trakcie okresu przygotowania - również zostają przeniesieni do rozgrywki. Dla potencjalnych następnych graczy tworzona jest nowa poczekalnia i proces się powtarza.

- Gra w sposób ciągły przesyła informację o pozycji wszystkich graczy, którzy to pokazują się na ekranie. Po trafieniu któregoś z graczy przez pocisk – po stronie serwera wysyłany jest sygnał „terminacji”

trafionego gracza, który to „przegrywa” i zostaje usunięty z gry. Gra jest kontynuowana do ostatniego gracza.

- Jeżeli gracz utraci połączenie z serwerem zostaje uznany za

wyeliminowanego i usuniętego z rozgrywki. Jako że długość jednej rozgrywki nie powinna być

dłuższa, niż minuta – rozwiązanie jest uczciwe dla pozostałych graczy (zakładając, że gracz z wolnym łączem – tak naprawdę byłby oszustem chowającym przed eliminacją)

* Co sprawiło trudność
  + Transmisja danych
    - Początkowo nasze gra miała być wieloplatformowa – bazująca na komunikacji windows/linux(klient) – linux(serwer) gdzie za pomocą dyrektyw kompilatora miały być dobierane odpowiednie biblioteki. Jednak problemem okazały się różne kompilatory msvc,clang,g++ które każde zapisywały informację w różnym formacie - przez co serializacja danych nie była możliwa - pomimo zastosowania typów wieloplatformowych. Rozwiązaniem problemu było porzucenie wirtualnych interfejsów dziedziczących na rzecz abstrakcyjnych szablonów – które ignorowały wszelkie potencjalne błędy każdego kompilatorów. Jednakże porzuciliśmy wieloplatofrmowość z powodu błędów kompilacji.
  + Synchronizacja wątków oraz przesyłu informacji
    - Do zarządzania każdej z gier chcieliśmy wykorzystać wątki do każdej z części rozgrywki (co zostało prawidłowo wykonane, jednak sprawiło problem). Każdy oddzielny wątek przypada na: poczekalnie, rozgrywkę, obsługę gniazda dla każdego z graczy. Ponadto początkowo klient wraz z serwerem musiały pracować w identycznym tempie inaczej gracze byli coraz bardziej „rozsynchronizowani” przez pobieranie starszych pakietów. W ostatecznej wersji klient odbiera w jednej klatce wszystkie pakiety dotyczące pozycji znajdujące się obecnie w buforze, co sprawia iż może on działać wolniej od serwera, jednak prędkości obydwu programów zostały ograniczone do 60 kl./s/

Podsumowując cały projekt, ten okazał się dość dużą katastrofą, gdzie prosty przepis danych ze struktury na tablicę charów zajął nam ponad 40h z powodu zbyt ambitnej implementacji zgodnej z formalizmami kompilatora. Co po tak długim zmarnowaniu czasu musieliśmy porzucić i napisać niezgodnie z konwencją kodu c++. Jednakże jak każdy projekt w tym języku poszerza horyzonty o zarządzania samym językiem – niż komunikacją sieciową pomiędzy aplikacjami.