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# 简介

## 项目背景

为贯彻落实“1+12348”战略规划，推动科技创新及公私业务数字化转型，我行计划打造从“客户筛选-客户数据分析-产业链条关联-产品精准推送-营销跟踪管理”的全流程、全链条、智能化的客户经营生态系统（下面称“新CRM系统”），全方位打通公私业务壁垒，丰富营销业务场景、提升客户关系管理和数据分析，加强客户经营管理能力。

新CRM系统建设将以旧CRM系统业务功能为基础，遵循集约化、整体化建设思路，整合旧系统已有功能，借鉴同业先进经验，将新CRM系统建设成为全行客户的营销中心、数据中心、产能中心，并确保系统的先进性和可扩展性，满足未来3-5年的业务发展需求。

新CRM系统建设目标包括实现OCRM（操作型CRM）和ACRM（分析型CRM）的整合，提供客户效益分析和预测、交叉营销、产品及服务使用分析、客户流失分析等，为数据营销提供决策中心。依托新CRM提供的数据指标，分析客户的不同行为特征，建立面向不同业务场景的数据模型，通过数据支撑战略决策，推动业务发展。

## 范围

本说明书描述数据模型设计方案，包括业务目标、模型方案、模型部署环境要求等。

本说明书主要阅读对象是科技开发人员、建模人员等，需要综合考虑可实现性、易维护性等，进行综合考虑做设计和开发。

## 术语定义

无

## 参考文档

《东莞农村商业银行客户生态管理系统需求说明书》

# 业务目标

## 零售数据模型

### 流失客户预警

根据存量客户的基础属性、客户价值、产品持有、交易行为分析等信息，通过对客户信息进行特征分析，筛选与流失密切相关的特征，预测当前客户流失的概率，输出流失客户名单。

流失客户定义：客户当期金融资产月日均较近三月下降比例超过50%。50%为变量，可支持调节。

### 上下游潜客推荐

镇街产业客户名单为手工初始化名单，作为上下游潜客推荐模型的输入名单，通过将镇街产业客户名单与存量客户结合（包括镇街产业客户与行内存量客户的交易特征，存量客户与行外客户的交易特征），分析客户基础信息、交易特征等信息，建立数据模型，输出潜客名单。

潜客定义：月均交易笔数大于3笔，月均交易金额大于300万元。月均交易笔数和月均交易金额可支持调节。

## 零售数据模型

### 交叉销售

产品交叉销售是给持有A产品的客户推荐B产品或者其他产品，通过对客户的基础信息、交易行为信息、产品信息等进行特征分析，选取最优产品组合，推荐给客户，输出客户以及对应的推荐产品。

### 商机挖掘

从八大类产品中选择存款，保险产品，进行商机挖掘推荐，通过对客户基础信息、历史购买信息等进行客户特征分析，预测当前未购买该产品的客户未来购买的可能性，从而进行产品推荐，输出目标客户名单。

# 模型方案

## 公司数据模型

### 流失客户预警模型

#### 数据模型目标

通过分析存量客户的基础属性、交易行为等信息，建立数据模型，预测未来可能要流失的客户。

#### 数据字段

|  |  |  |  |
| --- | --- | --- | --- |
| 序号 | 字段 | 序号 | 字段 |
| 1 | 客户编号 | 36 | 票据池签约日期 |
| 2 | 客户名称 | 37 | 秒贴签约日期 |
| 3 | 员工人数 | 38 | 代缴社保签约日期 |
| 4 | 企业规模 | 39 | 代缴公积金签约日期 |
| 5 | 企业性质 | 40 | 公积金缴存笔数 |
| 6 | 开户年限 | 41 | 公积金缴存金额 |
| 7 | 企业名称变更次数 | 42 | 企业手机银行交易笔数 |
| 8 | 经营范围变更次数 | 43 | 企业手机银行交易金额 |
| 9 | 经营地址变更次数 | 44 | 现金管理平台交易笔数 |
| 10 | 本月日均存款余额 | 45 | 现金管理平台交易金额 |
| 11 | 活期存款月日均 | 46 | 园区通交易笔数 |
| 12 | 通知存款月日均 | 47 | 园区通交易金额 |
| 13 | 协议存款月日均 | 48 | 银校通交易笔数 |
| 14 | 保证金存款月日均 | 49 | 银校通交易金额 |
| 15 | “定享通”定期存款月日均 | 50 | 教培系统交易笔数 |
| 16 | 大额存单月日均 | 51 | 教培系统交易金额 |
| 17 | 结构性存款月日均 | 52 | 单位结算卡笔数 |
| 18 | 本月日均贷款余额 | 53 | 单位结算卡金额 |
| 19 | 本月日均保本理财余额 | 54 | POS收单笔数 |
| 20 | 本月日均非保本理财余额 | 55 | POS收单金额 |
| 21 | 本月日均贴现余额 | 56 | 对公ETC交易次数 |
| 22 | 本月日均开票余额 | 57 | 对公ETC交易金额 |
| 23 | 工资代发签约日期 | 58 | 对公银银转账交易次数 |
| 24 | 公积金缴存签约日期 | 59 | 对公银银转账交易金额 |
| 25 | 企业网银签约日期 | 60 | 代缴社保笔数 |
| 26 | 企业手机银行签约日期 | 61 | 代缴社保金额 |
| 27 | 现金管理平台签约日期 | 62 | 代缴公积金笔数 |
| 28 | 园区通签约日期 | 63 | 代缴公积金金额 |
| 29 | 银校通签约日期 | 64 | 企业网银交易笔数 |
| 30 | 产融平台签约日期 | 65 | 企业网银交易金额 |
| 31 | 教培系统签约日期 | 66 | 柜面交易笔数 |
| 32 | 单位结算卡签约日期 | 67 | 柜面交易金额 |
| 33 | POS收单开通日期 | 68 | 金融资产月日均 |
| 34 | 开通财票通 | 69 | 近三个月金融资产月日均 |
| 35 | 投标通签约日期 |  |  |

#### 数据处理

数据处理过程包括数据准备和数据处理步骤。

##### 数据准备

真实数据要求有10000条以上用于模型训练。

现有数据来源广泛且格式复杂，获取数据的初期需要根据业务需求，针对客户提供的数据，完成数据预处理、转换、清理等工作，抽取数据特征，在全量数据中抽取适用于特定模型的数据维度，分析数据分布情况、数据类型以及数据质量，从而更好的支持模型的创建。

##### 数据处理步骤

1. **空值处理**

实际数据库中，属性值缺失的情况经常发全甚至是不可避免的。因此，在大多数情况下，数据集是不完整的，因此需要在进行数据分析数据准备阶段对空值（缺失值）进行处理。

1. **去重**

数据集中相同数据记录重复出现时保留一条记录。

1. **类型转换**

将字段的数据类型转换为另一种类型，如字符串转为数值型。

1. **删除列**

对选中的列进行删除操作。

1. **标签列确定**

结合流失客户定义，基于金融资产月日均以及近三个月金融资产月日均两个字段生成标签列，用于模型训练与模型评估。

#### 模型实现

##### 模型建立

在建模阶段，需要结合实际场景构建各类数据挖掘模型，以对数据和信息进行梳理、简化、抽取和归纳，从而得到效果较为理想的合理化模型。

##### 构建算法模型

该模型目标是预测潜在流失客户，最终输出0或1表示流失或者不流失，因此采用二分类模型。

常用的分类预测模型如下：

* **逻辑回归**

逻辑回归又称logistic[回归分析](https://baike.baidu.com/item/%E5%9B%9E%E5%BD%92%E5%88%86%E6%9E%90)，是一种广义的线性回归分析模型，常用于数据挖掘，疾病自动诊断，经济预测等领域。例如，探讨引发疾病的危险因素，并根据危险因素预测疾病发生的概率等。以胃癌病情分析为例，选择两组人群，一组是胃癌组，一组是非胃癌组，两组人群必定具有不同的体征与生活方式等。因此[因变量](https://baike.baidu.com/item/%E5%9B%A0%E5%8F%98%E9%87%8F)就为是否胃癌，值为“是”或“否”，自变量就可以包括很多了，如年龄、性别、饮食习惯、[幽门螺杆菌](https://baike.baidu.com/item/%E5%B9%BD%E9%97%A8%E8%9E%BA%E6%9D%86%E8%8F%8C)感染等。自变量既可以是连续的，也可以是分类的。然后通过logistic回归分析，可以得到自变量的权重，从而可以大致了解到底哪些因素是胃癌的危险因素。同时根据该权值可以根据危险因素预测一个人患癌症的可能性。

* **SVM**

一类按监督学习方式对数据进行二元分类的广义线性分类器,其决策边界是对学习样本求解的最大边距超平面。

* **随机森林**

随机森林可以应用在分类和回归问题上。实现这一点，取决于随机森林的每颗cart树是分类树还是回归树，如果cart树是分类数，那么采用的计算原则就是gini指数。随机森林基于每棵树的分类结果，采用多数表决的手段进行分类。

* **XGBoost**

Boosting算法的思想是将许多弱分类器集成在一起形成一个强分类器。因为XGBoost是一种提升树模型，所以它是将许多树模型集成在一起，形成一个很强的分类器。

##### 3.1.1.4.3模型搭建与训练

选取一种分类模型，训练模型并预测未来业务需求指标，输出客户流失预警信息。

训练过程中调参优化模型，通过查看模型正确率，确定模型的最优版本。

#### 模型验证

我们采用准确率作为模型上线后验证的指标。因为训练数据是历史数据，验证时应使用近期最新的数据验证模型，这样可以体现模型对未来预测的能力。具体地，利用流失客户定义得到每个客户是否为流失客户的标签。利用我们的模型对数据进行预测，得到每个用户是否为流失客户的预测结果，该结果和上面的真实标签进行对比，可以验证模型的准确程度。

#### 模型部署与使用

模型以Python程序的形式进行部署，在使用时可运行该程序，程序的输入是.del格式的数据文件，输出是.txt格式的结果文件。

### 上下游潜客推荐

#### 数据模型目标

通过分析客户交易数据，注册地址，关联关系，建立分类模型，使潜客名单能够分类，推出潜客名单。

#### 数据字段

|  |  |  |  |
| --- | --- | --- | --- |
| 序号 | 字段 | 序号 | 字段 |
| 1 | 客户编号 | 8 | 近3个⽉交易笔数 |
| 2 | 近1个⽉交易⾦额 | 9 | 近1年交易笔数 |
| 3 | 近3个⽉交易⾦额 | 10 | ⽉均交易笔数 |
| 4 | 近1年交易⾦额 | 11 | 注册地址 |
| 5 | ⽉均交易⾦额 | 12 | 经营地址 |
| 6 | 交易笔数 | 13 | 关联关系 |
| 7 | 近1个月交易笔数 |  |  |

#### 数据处理

数据处理过程包括数据准备和数据处理。

##### 数据准备

真实数据要求有10000条以上用于模型训练。

现有数据来源广泛且格式复杂，获取数据的初期需要根据业务需求，针对客户提供的数据，完成数据预处理、转换、清理等工作，抽取数据特征，在全量数据中抽取适用于特定模型的数据维度，分析数据分布情况、数据类型以及数据质量，从而更好的支持模型的创建。

##### 数据处理步骤

1. **空值处理**

实际数据库中，属性值缺失的情况经常发全甚至是不可避免的。因此，在大多数情况下，数据集是不完整的，因此需要在进行数据分析数据准备阶段对空值（缺失值）进行处理。

1. **去重**

数据集中相同数据记录重复出现时保留一条记录。

1. **类型转换**

将字段的数据类型转换为另一种类型，如字符串转为数值型。

1. **删除列**

对选中的列进行删除操作。

1. **构建训练集标签**

利用潜客的定义可以得到每个客户是否为潜客的标签。

#### 模型实现

##### 模型建立

潜客推荐算法流程分为以下几步：

1. 数据预处理
2. 分类模型训练
3. 根据模型给与潜客分类

##### 构建算法模型

由于该模型需求是潜客推荐模型，所以采用二分类模型，输出是潜在客户或者不是潜在客户，常用的分类预测模型如下：

* **逻辑回归**

逻辑回归又称logistic[回归分析](https://baike.baidu.com/item/%E5%9B%9E%E5%BD%92%E5%88%86%E6%9E%90)，是一种广义的线性回归分析模型，常用于数据挖掘，疾病自动诊断，经济预测等领域。例如，探讨引发疾病的危险因素，并根据危险因素预测疾病发生的概率等。以胃癌病情分析为例，选择两组人群，一组是胃癌组，一组是非胃癌组，两组人群必定具有不同的体征与生活方式等。因此[因变量](https://baike.baidu.com/item/%E5%9B%A0%E5%8F%98%E9%87%8F)就为是否胃癌，值为“是”或“否”，自变量就可以包括很多了，如年龄、性别、饮食习惯、[幽门螺杆菌](https://baike.baidu.com/item/%E5%B9%BD%E9%97%A8%E8%9E%BA%E6%9D%86%E8%8F%8C)感染等。自变量既可以是连续的，也可以是分类的。然后通过logistic回归分析，可以得到自变量的权重，从而可以大致了解到底哪些因素是胃癌的危险因素。同时根据该权值可以根据危险因素预测一个人患癌症的可能性。

* **SVM**

一类按监督学习方式对数据进行二元分类的广义线性分类器,其决策边界是对学习样本求解的最大边距超平面。

* **随机森林**

随机森林可以应用在分类和回归问题上。实现这一点，取决于随机森林的每颗cart树是分类树还是回归树，如果cart树是分类数，那么采用的计算原则就是gini指数。随机森林基于每棵树的分类结果，采用多数表决的手段进行分类。

* **XGBoost**

Boosting算法的思想是将许多弱分类器集成在一起形成一个强分类器。因为XGBoost是一种提升树模型，所以它是将许多树模型集成在一起，形成一个很强的分类器。

##### 模型搭建与训练

该模型选取线性回归模型或者逻辑回归模型，训练模型并预测未来业务需求指标，输出客户流失预警信息。

训练过程中调参优化模型，通过查看模型正确率，确定模型的最优版本。

#### 模型验证

我们采用准确率作为模型上线后验证的指标。因为训练数据是历史数据，验证时应使用近期最新的数据验证模型，这样可以体现模型对未来预测的能力。根据定义月均交易笔数大于3笔，月均交易金额大于300万元，可以得到每个用户是否为潜客的标签，然后利用模型对这些数据进行预测，得到的结果和上面的标签进行对比，可以得到模型准确性。

#### 模型部署与使用

模型以Python程序的形式部署在用户提供的机器上，用户使用时运行该程序，程序的输入是.del格式的数据文件，输出是.txt格式的结果文件。

### 交叉销售模型

#### 数据模型目标

通过分析客户的基础信息、交易行为等信息，建立数据模型，能够选取最优产品组合，便于为客户推荐对应产品。

#### 数据字段

|  |  |  |  |
| --- | --- | --- | --- |
| 序号 | 字段 | 序号 | 字段 |
| 1 | 客户编号 | 68 | 贷款月日均 |
| 2 | 客户名称 | 69 | 贷款季日均 |
| 3 | 年龄 | 70 | 历史贷款余额 |
| 4 | 性别 | 71 | 消费贷款余额 |
| 5 | 开户年限 | 72 | 消费贷款月日均 |
| 6 | 学历 | 73 | 消费贷款季日均 |
| 7 | 婚姻状况 | 74 | 历史消费贷款余额 |
| 8 | 村民 | 75 | 按揭贷款余额 |
| 9 | 新市民 | 76 | 按揭贷款月日均 |
| 10 | 代发客户 | 77 | 按揭贷款季日均 |
| 11 | 按揭客户 | 78 | 历史按揭贷款余额 |
| 12 | 大学生客户 | 79 | 个人经营性贷款余额 |
| 13 | 股东客户 | 80 | 个人经营性贷款月日均 |
| 14 | 企业主客户 | 81 | 个人经营性贷款季日均 |
| 15 | AUM余额 | 82 | 历史个人经营性贷款余额 |
| 16 | AUM月日均 | 83 | 网络贷款余额 |
| 17 | AUM季日均 | 84 | 网络贷款月日均 |
| 18 | 历史AUM余额 | 85 | 网络贷款季日均 |
| 19 | 存款余额 | 86 | 历史网络贷款余额 |
| 20 | 存款月日均 | 87 | 信用卡贷款月日均 |
| 21 | 存款季日均 | 88 | 信用卡分期余额 |
| 22 | 历史存款余额 | 89 | 信用卡分期月日均 |
| 23 | 活期存款余额 | 90 | 信用卡分期季日均 |
| 24 | 活期存款月日均 | 91 | 历史信用卡分期余额 |
| 25 | 活期存款季日均 | 92 | 持有金融产品个数 |
| 26 | 历史活期存款余额 | 93 | 持有渠道产品个数 |
| 27 | 普通定期余额 | 94 | 签约消费渠道个数 |
| 28 | 普通定期月日均 | 95 | 持有定期存款产品个数 |
| 29 | 普通定期季日均 | 96 | 持有贷款产品个数 |
| 30 | 历史普通定期余额 | 97 | 持有理财产品个数 |
| 31 | 大额存单余额 | 98 | 持有保险产品个数 |
| 32 | 大额存单月日均 | 99 | 持有基金产品个数 |
| 33 | 大额存单季日均 | 100 | 持有国债产品个数 |
| 34 | 历史大额存单余额 | 101 | 持有高净值产品个数 |
| 35 | 安心存单余额 | 102 | 手机银行近三个月登陆次数 |
| 36 | 安心存单月日均 | 103 | 客户90天交易频率 |
| 37 | 安心存单季日均 | 104 | 客户180天交易频率 |
| 38 | 历史安心存单余额 | 105 | 近三月转入金额 |
| 39 | 理财余额 | 106 | 近三月转入笔数 |
| 40 | 理财月日均 | 107 | 近三月转出金额 |
| 41 | 理财季日均 | 108 | 近三月转出笔数 |
| 42 | 历史理财余额 | 109 | 近三月基金买入金额（不含定投） |
| 43 | 保险余额 | 110 | 近三月基金买入笔数（不含定投） |
| 44 | 保险月日均 | 111 | 近三月基金赎回金额 |
| 45 | 保险季日均 | 112 | 近三月基金赎回笔数 |
| 46 | 历史保险余额 | 113 | 本月网银跨行转账转出金额 |
| 47 | 基金余额 | 114 | 本月手机银行跨行转账转出金额 |
| 48 | 基金月日均 | 115 | 柜台近3月交易笔数 |
| 49 | 基金季日均 | 116 | 手机银行近3月交易笔数 |
| 50 | 历史基金余额 | 117 | 微信近三月转入笔数 |
| 51 | 积利宝余额 | 118 | 微信近三月转入金额 |
| 52 | 积利宝月日均 | 119 | 微信近三月转出笔数 |
| 53 | 积利宝季日均 | 120 | 微信近三月转出金额 |
| 54 | 历史积利宝余额 | 121 | 支付宝近三月转入笔数 |
| 55 | 积存金余额 | 122 | 支付宝近三月转入金额 |
| 56 | 积存金月日均 | 123 | 支付宝近三月转出笔数 |
| 57 | 积存金季日均 | 124 | 支付宝近三月转出金额 |
| 58 | 历史积存金余额 | 125 | POS近三月转入笔数 |
| 59 | 国债余额 | 126 | POS近三月转入金额 |
| 60 | 国债月日均 | 127 | 银银转账近三月转入金额 |
| 61 | 国债季日均 | 128 | 银银转账近三月转出金额 |
| 62 | 历史国债余额 | 129 | 风险评级 |
| 63 | 高净值产品余额 | 130 | 储蓄产品偏好 |
| 64 | 高净值产品月日均 | 131 | 理财产品偏好 |
| 65 | 高净值产品季日均 | 132 | 保险产品偏好 |
| 66 | 历史高净值产品余额 | 133 | 基金产品偏好 |
| 67 | 贷款余额 | 134 | 交易渠道偏好 |

#### 数据处理

数据处理过程包括数据准备和数据处理步骤

##### 数据准备

真实数据提供的时间较晚，项目开发是在假数据上面进行的，所以当提供真实数据时，应保持与假数据的数据字段一致。真实数据要求有10000条以上用于模型训练。

现有数据来源广泛且格式复杂，获取数据的初期需要根据业务需求，针对客户提供的数据，完成数据预处理、转换、清理等工作，抽取数据特征，在全量数据中抽取适用于特定模型的数据维度，分析数据分布情况、数据类型以及数据质量，从而更好的支持模型的创建。

##### 数据处理步骤

1. **空值处理**

实际数据库中，属性值缺失的情况经常发全甚至是不可避免的。因此，在大多数情况下，数据集是不完整的，因此需要在进行数据分析数据准备阶段对空值（缺失值）进行处理。

1. **去重**

数据集中相同数据记录重复出现时保留一条记录。

1. **类型转换**

将字段的数据类型转换为另一种类型，如字符串转为数值型。

1. **删除列**

对选中的列进行删除操作。

#### 模型实现

##### 模型建立

推荐算法流程分为两个阶段：训练阶段和推荐阶段。

对于训练阶段，可分为以下几步：

1. 数据预处理，建立user-item表
2. 建立商品整体共现矩阵
3. 建立物品相似度矩阵

对于推荐阶段，可分为以下几步：

1. 寻找与被推荐用户喜爱物品集最相似的N个物品
2. 计算用户对这N个物品感兴趣程序列表并逆序排列

##### 构建算法模型

由于该模型需求是零售数据模型，所以采用推荐算法模型，常用的推荐模型如下：

* **协同过滤**

协同过滤（collaborative filtering）是一种在推荐系统中广泛使用的技术。该技术通过分析用户或者事物之间的相似性，来预测用户可能感兴趣的内容并将此内容推荐给用户。这里的相似性可以是人口特征的相似性，也可以是历史浏览内容的相似性，还可以是个人通过一定机制给与某个事物的回应。比如，A和B是无话不谈的好朋友，并且都喜欢看电影，那么协同过滤会认为A和B的相似度很高，会将A喜欢但是B没有关注的电影推荐给B，反之亦然。

协同过滤推荐分为3种类型：

* 基于用户(user-based)的协同过滤(UserCF)
* 基于物品(item-based)的协同过滤（ItemCF算法)
* 基于模型(model-based)的协同过滤 (ModelCF算法)
* **关联规则**

关联分析又称关联挖掘，就是在交易数据、关系数据或其他信息载体中，查找存在于项目集合或对象集合之间的频繁模式、关联、相关性或因果结构。

关联分析是一种简单、实用的分析技术，就是发现存在于大量数据集中的关联性或相关性，从而描述了一个事物中某些属性同时出现的规律和模式。

关联分析是从大量数据中发现项集之间有趣的关联和相关联系。

* **Apriori算法**

电子商务中常用的一种数据挖掘方法就是从用户交易数据集中寻找商品之间的关联规则。关联规则中常用的一种算法是Apriori算法。该算法主要包含两个步骤：首先找出数据集中所有的频繁项集，这些项集出现的频繁性要大于或等于最小支持度；然后根据频繁项集产生强关联规则，这些规则必须满足最小支持度和最小置信度。

##### 模型搭建与训练

该模型选取推荐模型，训练模型并推出客户名单和对应推荐产品。

训练过程中调参优化模型，通过查看模型正确率，确定模型的最优版本。

#### 模型上线验证

由于该模型用于辅助商品营销的用途，模型的效果不容易用客观的评价指标来衡量，使用者可以使用该模型的结果(即向客户推荐的产品)来实践验证向该客户推荐这些产品是否符合客户需求。

#### 模型部署与使用

模型以Python程序的形式部署在用户提供的机器上，用户使用时运行该程序，程序的输入是.del格式的数据文件，输出是.txt格式的结果文件。

### 商机挖掘模型

#### 数据模型目标

通过分析历史购买存款和保险产品的客户基础信息、购买信息，建立数据模型，能够预测潜客名单。

#### 数据字段

|  |  |  |  |
| --- | --- | --- | --- |
| 序号 | 字段 | 序号 | 字段 |
| 1 | 客户编号 | 68 | 贷款月日均 |
| 2 | 客户名称 | 69 | 贷款季日均 |
| 3 | 年龄 | 70 | 历史贷款余额 |
| 4 | 性别 | 71 | 消费贷款余额 |
| 5 | 开户年限 | 72 | 消费贷款月日均 |
| 6 | 学历 | 73 | 消费贷款季日均 |
| 7 | 婚姻状况 | 74 | 历史消费贷款余额 |
| 8 | 村民 | 75 | 按揭贷款余额 |
| 9 | 新市民 | 76 | 按揭贷款月日均 |
| 10 | 代发客户 | 77 | 按揭贷款季日均 |
| 11 | 按揭客户 | 78 | 历史按揭贷款余额 |
| 12 | 大学生客户 | 79 | 个人经营性贷款余额 |
| 13 | 股东客户 | 80 | 个人经营性贷款月日均 |
| 14 | 企业主客户 | 81 | 个人经营性贷款季日均 |
| 15 | AUM余额 | 82 | 历史个人经营性贷款余额 |
| 16 | AUM月日均 | 83 | 网络贷款余额 |
| 17 | AUM季日均 | 84 | 网络贷款月日均 |
| 18 | 历史AUM余额 | 85 | 网络贷款季日均 |
| 19 | 存款余额 | 86 | 历史网络贷款余额 |
| 20 | 存款月日均 | 87 | 信用卡贷款月日均 |
| 21 | 存款季日均 | 88 | 信用卡分期余额 |
| 22 | 历史存款余额 | 89 | 信用卡分期月日均 |
| 23 | 活期存款余额 | 90 | 信用卡分期季日均 |
| 24 | 活期存款月日均 | 91 | 历史信用卡分期余额 |
| 25 | 活期存款季日均 | 92 | 持有金融产品个数 |
| 26 | 历史活期存款余额 | 93 | 持有渠道产品个数 |
| 27 | 普通定期余额 | 94 | 签约消费渠道个数 |
| 28 | 普通定期月日均 | 95 | 持有定期存款产品个数 |
| 29 | 普通定期季日均 | 96 | 持有贷款产品个数 |
| 30 | 历史普通定期余额 | 97 | 持有理财产品个数 |
| 31 | 大额存单余额 | 98 | 持有保险产品个数 |
| 32 | 大额存单月日均 | 99 | 持有基金产品个数 |
| 33 | 大额存单季日均 | 100 | 持有国债产品个数 |
| 34 | 历史大额存单余额 | 101 | 持有高净值产品个数 |
| 35 | 安心存单余额 | 102 | 手机银行近三个月登陆次数 |
| 36 | 安心存单月日均 | 103 | 客户90天交易频率 |
| 37 | 安心存单季日均 | 104 | 客户180天交易频率 |
| 38 | 历史安心存单余额 | 105 | 近三月转入金额 |
| 39 | 理财余额 | 106 | 近三月转入笔数 |
| 40 | 理财月日均 | 107 | 近三月转出金额 |
| 41 | 理财季日均 | 108 | 近三月转出笔数 |
| 42 | 历史理财余额 | 109 | 近三月基金买入金额（不含定投） |
| 43 | 保险余额 | 110 | 近三月基金买入笔数（不含定投） |
| 44 | 保险月日均 | 111 | 近三月基金赎回金额 |
| 45 | 保险季日均 | 112 | 近三月基金赎回笔数 |
| 46 | 历史保险余额 | 113 | 本月网银跨行转账转出金额 |
| 47 | 基金余额 | 114 | 本月手机银行跨行转账转出金额 |
| 48 | 基金月日均 | 115 | 柜台近3月交易笔数 |
| 49 | 基金季日均 | 116 | 手机银行近3月交易笔数 |
| 50 | 历史基金余额 | 117 | 微信近三月转入笔数 |
| 51 | 积利宝余额 | 118 | 微信近三月转入金额 |
| 52 | 积利宝月日均 | 119 | 微信近三月转出笔数 |
| 53 | 积利宝季日均 | 120 | 微信近三月转出金额 |
| 54 | 历史积利宝余额 | 121 | 支付宝近三月转入笔数 |
| 55 | 积存金余额 | 122 | 支付宝近三月转入金额 |
| 56 | 积存金月日均 | 123 | 支付宝近三月转出笔数 |
| 57 | 积存金季日均 | 124 | 支付宝近三月转出金额 |
| 58 | 历史积存金余额 | 125 | POS近三月转入笔数 |
| 59 | 国债余额 | 126 | POS近三月转入金额 |
| 60 | 国债月日均 | 127 | 银银转账近三月转入金额 |
| 61 | 国债季日均 | 128 | 银银转账近三月转出金额 |
| 62 | 历史国债余额 | 129 | 风险评级 |
| 63 | 高净值产品余额 | 130 | 储蓄产品偏好 |
| 64 | 高净值产品月日均 | 131 | 理财产品偏好 |
| 65 | 高净值产品季日均 | 132 | 保险产品偏好 |
| 66 | 历史高净值产品余额 | 133 | 基金产品偏好 |
| 67 | 贷款余额 | 134 | 交易渠道偏好 |

#### 数据处理

数据处理过程包括数据准备和数据处理步骤。

##### 数据准备

真实数据要求有10000条以上用于模型训练。

现有数据来源广泛且格式复杂，获取数据的初期需要根据业务需求，针对客户提供的数据，完成数据预处理、转换、清理等工作，抽取数据特征，在全量数据中抽取适用于特定模型的数据维度，分析数据分布情况、数据类型以及数据质量，从而更好的支持模型的创建。

##### 数据处理步骤

1. **空值处理**

实际数据库中，属性值缺失的情况经常发全甚至是不可避免的。因此，在大多数情况下，数据集是不完整的，因此需要在进行数据分析数据准备阶段对空值（缺失值）进行处理。

1. **去重**

数据集中相同数据记录重复出现时保留一条记录。

1. **类型转换**

将字段的数据类型转换为另一种类型，如字符串转为数值型。

1. **删除列**

对选中的列进行删除操作。

#### 模型实现

##### 模型建立

推荐算法流程分为两个阶段：训练阶段和推荐阶段。

对于训练阶段，可分为以下几步：

1. 数据预处理，建立user-item表
2. 建立商品整体共现矩阵
3. 建立物品相似度矩阵

对于推荐阶段，可分为以下几步：

1. 寻找与被推荐用户喜爱物品集最相似的N个物品
2. 计算用户对这N个物品感兴趣程序列表并逆序排列

##### 构建算法模型

由于该模型需求是零售数据模型，所以采用推荐算法模型，常用的推荐模型如下：

* **协同过滤**

协同过滤（collaborative filtering）是一种在推荐系统中广泛使用的技术。该技术通过分析用户或者事物之间的相似性，来预测用户可能感兴趣的内容并将此内容推荐给用户。这里的相似性可以是人口特征的相似性，也可以是历史浏览内容的相似性，还可以是个人通过一定机制给与某个事物的回应。比如，A和B是无话不谈的好朋友，并且都喜欢看电影，那么协同过滤会认为A和B的相似度很高，会将A喜欢但是B没有关注的电影推荐给B，反之亦然。

协同过滤推荐分为3种类型：

* 基于用户(user-based)的协同过滤(UserCF)
* 基于物品(item-based)的协同过滤（ItemCF算法)
* 基于模型(model-based)的协同过滤 (ModelCF算法)
* **关联规则**

关联分析又称关联挖掘，就是在交易数据、关系数据或其他信息载体中，查找存在于项目集合或对象集合之间的频繁模式、关联、相关性或因果结构。

关联分析是一种简单、实用的分析技术，就是发现存在于大量数据集中的关联性或相关性，从而描述了一个事物中某些属性同时出现的规律和模式。

关联分析是从大量数据中发现项集之间有趣的关联和相关联系。

* **Apriori算法**

电子商务中常用的一种数据挖掘方法就是从用户交易数据集中寻找商品之间的关联规则。关联规则中常用的一种算法是Apriori算法。该算法主要包含两个步骤：首先找出数据集中所有的频繁项集，这些项集出现的频繁性要大于或等于最小支持度；然后根据频繁项集产生强关联规则，这些规则必须满足最小支持度和最小置信度。

##### 模型搭建与训练

该模型选取推荐模型，训练模型并推出客户名单和对应推荐产品。

训练过程中调参优化模型，通过查看模型正确率，确定模型的最优版本。

#### 模型上线验证

该模型的目的是找到某产品的目标客户，和上面的交叉销售逻辑一致，使用者可以利用模型结果指示的客户名单，向这些客户营销该产品，如果符合客户的需求，那么证明该模型是有效的。

#### 模型部署与使用

模型以Python程序的形式部署在用户提供的机器上，用户使用时运行该程序，程序的输入是.del格式的数据文件，输出是.txt格式的结果文件。

# 模型部署环境要求

（1）硬件环境：

CPU：Intel Core i7 10代以上

内存：32G以上

硬盘空间：100G以上

网络带宽：3Mbytes/s以上

1. 软件环境：

操作系统：Linux