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Honours Project: L1 Normalisation

In machine learning, one of the critical tasks is selecting important features that are to be used in a Machine Learning model. These features are often hand selected by the developer; however, their relative importance to the task at hand is unknown. In this project, I use a mathematical regularisation technique, called L1 Normalisation, to identify the features that are most important to a machine learning model.

Overfitting

“The production of an analysis which corresponds too closely or exactly to a particular set of data, and may therefore fail to fir additional data or predict future observations reliably.”

“An overfitted model is a statistical model that contains more parameters than can be justified by the data.”

Regularisation

In the simplest terms Regularisation is a process of adding information to solve overfitting in a Machine Learning Model. It artificially discourages complex equations and solutions, even if they fit perfectly with the training/observed data. Explanations or solutions typically of those complexities do not bode well in generalising a real-world test data, because it fits too closely to the training data leaving any space of freedom for the test data.
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