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#### 1. Fit a linear regression model using Sepal.Length as response and Sepal.Width as predictor

#### 1.A Fit the regression model

library(datasets)  
data(iris)  
  
lmfit.Sepal<-lm(formula=Sepal.Length ~ Sepal.Width, data=iris)  
summary(lmfit.Sepal)

##   
## Call:  
## lm(formula = Sepal.Length ~ Sepal.Width, data = iris)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -1.5561 -0.6333 -0.1120 0.5579 2.2226   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 6.5262 0.4789 13.63 <2e-16 \*\*\*  
## Sepal.Width -0.2234 0.1551 -1.44 0.152   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.8251 on 148 degrees of freedom  
## Multiple R-squared: 0.01382, Adjusted R-squared: 0.007159   
## F-statistic: 2.074 on 1 and 148 DF, p-value: 0.1519

#### 1.A.B Plot the data with the fitted regression line

par(mfcol=c(1,1))  
plot(iris$Sepal.Width, iris$Sepal.Length)  
abline(lmfit.Sepal)
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#### 1.B. Based on your answer in 1c, fit a new model (Model 1) using Sepal.Length as response, Sepal.Width and Species as predictors.

lmfit.Sepal<-lm(formula=Sepal.Length ~ Sepal.Width+Species, data=iris)  
summary(lmfit.Sepal)

##   
## Call:  
## lm(formula = Sepal.Length ~ Sepal.Width + Species, data = iris)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -1.30711 -0.25713 -0.05325 0.19542 1.41253   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 2.2514 0.3698 6.089 9.57e-09 \*\*\*  
## Sepal.Width 0.8036 0.1063 7.557 4.19e-12 \*\*\*  
## Speciesversicolor 1.4587 0.1121 13.012 < 2e-16 \*\*\*  
## Speciesvirginica 1.9468 0.1000 19.465 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.438 on 146 degrees of freedom  
## Multiple R-squared: 0.7259, Adjusted R-squared: 0.7203   
## F-statistic: 128.9 on 3 and 146 DF, p-value: < 2.2e-16

#### 1.C. Can you come up with another model that have better adj R2 than Model 1

lmfit.Sepal<-lm(formula=Sepal.Length ~ Sepal.Width+Petal.Width+Petal.Length+Species, data=iris)  
summary(lmfit.Sepal)

##   
## Call:  
## lm(formula = Sepal.Length ~ Sepal.Width + Petal.Width + Petal.Length +   
## Species, data = iris)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -0.79424 -0.21874 0.00899 0.20255 0.73103   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 2.17127 0.27979 7.760 1.43e-12 \*\*\*  
## Sepal.Width 0.49589 0.08607 5.761 4.87e-08 \*\*\*  
## Petal.Width -0.31516 0.15120 -2.084 0.03889 \*   
## Petal.Length 0.82924 0.06853 12.101 < 2e-16 \*\*\*  
## Speciesversicolor -0.72356 0.24017 -3.013 0.00306 \*\*   
## Speciesvirginica -1.02350 0.33373 -3.067 0.00258 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.3068 on 144 degrees of freedom  
## Multiple R-squared: 0.8673, Adjusted R-squared: 0.8627   
## F-statistic: 188.3 on 5 and 144 DF, p-value: < 2.2e-16

# NOTE  
# This is the best rsq that I personally found. I did not include my other attempts because my computer is slow and takes a long time to run this homework file.

#### 1.D. Use subset selection method (step) to explore if we can further improve the fit by incorporating more interaction terms? This will be your Model 3.

#FORWARD  
  
lm.null<-lm(Sepal.Length~ 1, data=iris)  
lm.aic.forward<-step(lm.null,direction="forward",trace=1,scope= ~ Sepal.Width\*Species+Petal.Width\*Species+Petal.Length\*Species+Petal.Width\*Petal.Length+Sepal.Width\*Petal.Length+Petal.Width\*Sepal.Width)

## Start: AIC=-55.6  
## Sepal.Length ~ 1  
##   
## Df Sum of Sq RSS AIC  
## + Petal.Length 1 77.643 24.525 -267.641  
## + Petal.Width 1 68.353 33.815 -219.460  
## + Species 2 63.212 38.956 -196.230  
## + Sepal.Width 1 1.412 100.756 -55.690  
## <none> 102.168 -55.602  
##   
## Step: AIC=-267.64  
## Sepal.Length ~ Petal.Length  
##   
## Df Sum of Sq RSS AIC  
## + Sepal.Width 1 8.1963 16.329 -326.66  
## + Species 2 7.8434 16.682 -321.45  
## + Petal.Width 1 0.6443 23.881 -269.63  
## <none> 24.525 -267.64  
##   
## Step: AIC=-326.66  
## Sepal.Length ~ Petal.Length + Sepal.Width  
##   
## Df Sum of Sq RSS AIC  
## + Species 2 2.36325 13.966 -346.11  
## + Petal.Width 1 1.88336 14.445 -343.04  
## + Sepal.Width:Petal.Length 1 0.35021 15.979 -327.91  
## <none> 16.329 -326.66  
##   
## Step: AIC=-346.11  
## Sepal.Length ~ Petal.Length + Sepal.Width + Species  
##   
## Df Sum of Sq RSS AIC  
## + Sepal.Width:Petal.Length 1 0.42066 13.545 -348.69  
## + Petal.Width 1 0.40903 13.556 -348.57  
## + Species:Petal.Length 2 0.58174 13.384 -348.49  
## + Sepal.Width:Species 2 0.56406 13.402 -348.29  
## <none> 13.966 -346.11  
##   
## Step: AIC=-348.69  
## Sepal.Length ~ Petal.Length + Sepal.Width + Species + Petal.Length:Sepal.Width  
##   
## Df Sum of Sq RSS AIC  
## + Species:Petal.Length 2 0.79054 12.754 -353.71  
## + Petal.Width 1 0.26380 13.281 -349.64  
## <none> 13.545 -348.69  
## + Sepal.Width:Species 2 0.30033 13.245 -348.06  
##   
## Step: AIC=-353.71  
## Sepal.Length ~ Petal.Length + Sepal.Width + Species + Petal.Length:Sepal.Width +   
## Petal.Length:Species  
##   
## Df Sum of Sq RSS AIC  
## <none> 12.754 -353.71  
## + Petal.Width 1 0.143170 12.611 -353.41  
## + Sepal.Width:Species 2 0.067286 12.687 -350.51

summary(lm.aic.forward)

##   
## Call:  
## lm(formula = Sepal.Length ~ Petal.Length + Sepal.Width + Species +   
## Petal.Length:Sepal.Width + Petal.Length:Species, data = iris)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -0.78426 -0.20523 0.00137 0.19134 0.69631   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 1.81642 0.59861 3.034 0.00287 \*\*   
## Petal.Length 0.65478 0.27106 2.416 0.01698 \*   
## Sepal.Width 0.80547 0.15577 5.171 7.78e-07 \*\*\*  
## Speciesversicolor -1.00414 0.54966 -1.827 0.06983 .   
## Speciesvirginica -2.84319 0.57878 -4.912 2.44e-06 \*\*\*  
## Petal.Length:Sepal.Width -0.10528 0.03977 -2.647 0.00903 \*\*   
## Petal.Length:Speciesversicolor 0.31787 0.26301 1.209 0.22884   
## Petal.Length:Speciesvirginica 0.59974 0.26037 2.303 0.02271 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.2997 on 142 degrees of freedom  
## Multiple R-squared: 0.8752, Adjusted R-squared: 0.869   
## F-statistic: 142.2 on 7 and 142 DF, p-value: < 2.2e-16

#BACKWARDS  
  
lm.null<-lm(Sepal.Length~ 1, data=iris)  
lm.aic.backward<-step(lm.null,direction="backward",trace=1,scope= ~ Sepal.Width\*Species+Petal.Width\*Species+Petal.Length\*Species+Petal.Width\*Petal.Length+Sepal.Width\*Petal.Length+Petal.Width\*Sepal.Width)

## Start: AIC=-55.6  
## Sepal.Length ~ 1

summary(lm.aic.backward)

##   
## Call:  
## lm(formula = Sepal.Length ~ 1, data = iris)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -1.54333 -0.74333 -0.04333 0.55667 2.05667   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 5.84333 0.06761 86.42 <2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.8281 on 149 degrees of freedom

#BOTH  
  
lm.null<-lm(Sepal.Length~ 1, data=iris)  
lm.aic.both<-step(lm.null,direction="both",trace=1,scope= ~ Sepal.Width\*Species+Petal.Width\*Species+Petal.Length\*Species+Petal.Width\*Petal.Length+Sepal.Width\*Petal.Length+Petal.Width\*Sepal.Width)

## Start: AIC=-55.6  
## Sepal.Length ~ 1  
##   
## Df Sum of Sq RSS AIC  
## + Petal.Length 1 77.643 24.525 -267.641  
## + Petal.Width 1 68.353 33.815 -219.460  
## + Species 2 63.212 38.956 -196.230  
## + Sepal.Width 1 1.412 100.756 -55.690  
## <none> 102.168 -55.602  
##   
## Step: AIC=-267.64  
## Sepal.Length ~ Petal.Length  
##   
## Df Sum of Sq RSS AIC  
## + Sepal.Width 1 8.196 16.329 -326.66  
## + Species 2 7.843 16.682 -321.45  
## + Petal.Width 1 0.644 23.881 -269.63  
## <none> 24.525 -267.64  
## - Petal.Length 1 77.643 102.168 -55.60  
##   
## Step: AIC=-326.66  
## Sepal.Length ~ Petal.Length + Sepal.Width  
##   
## Df Sum of Sq RSS AIC  
## + Species 2 2.363 13.966 -346.11  
## + Petal.Width 1 1.883 14.445 -343.04  
## + Sepal.Width:Petal.Length 1 0.350 15.979 -327.91  
## <none> 16.329 -326.66  
## - Sepal.Width 1 8.196 24.525 -267.64  
## - Petal.Length 1 84.427 100.756 -55.69  
##   
## Step: AIC=-346.11  
## Sepal.Length ~ Petal.Length + Sepal.Width + Species  
##   
## Df Sum of Sq RSS AIC  
## + Sepal.Width:Petal.Length 1 0.4207 13.545 -348.69  
## + Petal.Width 1 0.4090 13.556 -348.57  
## + Species:Petal.Length 2 0.5817 13.384 -348.49  
## + Sepal.Width:Species 2 0.5641 13.402 -348.29  
## <none> 13.966 -346.11  
## - Species 2 2.3632 16.329 -326.66  
## - Sepal.Width 1 2.7161 16.682 -321.45  
## - Petal.Length 1 14.0382 28.004 -243.74  
##   
## Step: AIC=-348.69  
## Sepal.Length ~ Petal.Length + Sepal.Width + Species + Petal.Length:Sepal.Width  
##   
## Df Sum of Sq RSS AIC  
## + Species:Petal.Length 2 0.79054 12.754 -353.71  
## + Petal.Width 1 0.26380 13.281 -349.64  
## <none> 13.545 -348.69  
## + Sepal.Width:Species 2 0.30033 13.245 -348.06  
## - Petal.Length:Sepal.Width 1 0.42066 13.966 -346.11  
## - Species 2 2.43369 15.979 -327.91  
##   
## Step: AIC=-353.71  
## Sepal.Length ~ Petal.Length + Sepal.Width + Species + Petal.Length:Sepal.Width +   
## Petal.Length:Species  
##   
## Df Sum of Sq RSS AIC  
## <none> 12.754 -353.71  
## + Petal.Width 1 0.14317 12.611 -353.41  
## + Sepal.Width:Species 2 0.06729 12.687 -350.51  
## - Petal.Length:Species 2 0.79054 13.545 -348.69  
## - Petal.Length:Sepal.Width 1 0.62946 13.384 -348.49

summary(lm.aic.both)

##   
## Call:  
## lm(formula = Sepal.Length ~ Petal.Length + Sepal.Width + Species +   
## Petal.Length:Sepal.Width + Petal.Length:Species, data = iris)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -0.78426 -0.20523 0.00137 0.19134 0.69631   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 1.81642 0.59861 3.034 0.00287 \*\*   
## Petal.Length 0.65478 0.27106 2.416 0.01698 \*   
## Sepal.Width 0.80547 0.15577 5.171 7.78e-07 \*\*\*  
## Speciesversicolor -1.00414 0.54966 -1.827 0.06983 .   
## Speciesvirginica -2.84319 0.57878 -4.912 2.44e-06 \*\*\*  
## Petal.Length:Sepal.Width -0.10528 0.03977 -2.647 0.00903 \*\*   
## Petal.Length:Speciesversicolor 0.31787 0.26301 1.209 0.22884   
## Petal.Length:Speciesvirginica 0.59974 0.26037 2.303 0.02271 \*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.2997 on 142 degrees of freedom  
## Multiple R-squared: 0.8752, Adjusted R-squared: 0.869   
## F-statistic: 142.2 on 7 and 142 DF, p-value: < 2.2e-16

#RESULTS  
#Running the data with the maximum amount of interactions increases the RSQ and decreases the RSE of the model increasing the accuracy of the forward/backward step method. This makes sense since the model has more interactions to test.

#### Question 2: Car Data

#### Cars data set: Elastic Net

# Load libraries, get data & set seed for reproducibility ---------------------  
set.seed(123)   
library(glmnet)

## Loading required package: Matrix

## Loaded glmnet 4.1-2

library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(psych)   
  
data("mtcars")  
  
y <- mtcars %>% select(mpg) %>% scale(center = TRUE, scale = FALSE) %>% as.matrix()  
X <- mtcars %>% select(-mpg) %>% as.matrix()

#### 2.A Use the same data set we used in class in Lab 3. Explore how the performance of an Elastic net model varies w.r.t,Different lambda, Different alpha

#Changing Lamda  
  
alpha <- 1   
lambda <- .25  
base\_model\_cv <- glmnet(X, y, alpha = 1 , lambda = .25, standardize = TRUE)  
base\_y\_hat\_cv <- predict(base\_model\_cv, X)  
base\_ssr\_cv <- t(y - base\_y\_hat\_cv) %\*% (y - base\_y\_hat\_cv)  
base\_rsq\_cv <- cor(y, base\_y\_hat\_cv)^2  
  
sprintf('Alpha = %f', alpha)

## [1] "Alpha = 1.000000"

sprintf('Lambda = %f', lambda)

## [1] "Lambda = 0.250000"

sprintf('RSQ = %f', base\_rsq\_cv)

## [1] "RSQ = 0.858719"

sprintf('SSR = %f', base\_ssr\_cv)

## [1] "SSR = 161.986968"

#Changing Lamda  
  
alpha <- 1   
lambda <- .75  
base\_model\_cv <- glmnet(X, y, alpha = 1 , lambda = .75, standardize = TRUE)  
base\_y\_hat\_cv <- predict(base\_model\_cv, X)  
base\_ssr\_cv <- t(y - base\_y\_hat\_cv) %\*% (y - base\_y\_hat\_cv)  
base\_rsq\_cv <- cor(y, base\_y\_hat\_cv)^2  
  
sprintf('Alpha = %f', alpha)

## [1] "Alpha = 1.000000"

sprintf('Lambda = %f', lambda)

## [1] "Lambda = 0.750000"

sprintf('RSQ = %f', base\_rsq\_cv)

## [1] "RSQ = 0.842547"

sprintf('SSR = %f', base\_ssr\_cv)

## [1] "SSR = 198.391576"

#Results as Lambda increases the RSQ decreases but SSR increases.

#Changing Alpha  
  
alpha <- .5  
lambda <- .75  
base\_model\_cv <- glmnet(X, y, alpha = .5 , lambda = .75, standardize = TRUE)  
base\_y\_hat\_cv <- predict(base\_model\_cv, X)  
base\_ssr\_cv <- t(y - base\_y\_hat\_cv) %\*% (y - base\_y\_hat\_cv)  
base\_rsq\_cv <- cor(y, base\_y\_hat\_cv)^2  
  
sprintf('Alpha = %f', alpha)

## [1] "Alpha = 0.500000"

sprintf('Lambda = %f', lambda)

## [1] "Lambda = 0.750000"

sprintf('RSQ = %f', base\_rsq\_cv)

## [1] "RSQ = 0.855558"

sprintf('SSR = %f', base\_ssr\_cv)

## [1] "SSR = 171.851064"

#Changing Alpha  
  
alpha <- 0   
lambda <- .75  
base\_model\_cv <- glmnet(X, y, alpha = 0, lambda = .75, standardize = TRUE)  
base\_y\_hat\_cv <- predict(base\_model\_cv, X)  
base\_ssr\_cv <- t(y - base\_y\_hat\_cv) %\*% (y - base\_y\_hat\_cv)  
base\_rsq\_cv <- cor(y, base\_y\_hat\_cv)^2  
  
sprintf('Alpha = %f', alpha)

## [1] "Alpha = 0.000000"

sprintf('Lambda = %f', lambda)

## [1] "Lambda = 0.750000"

sprintf('RSQ = %f', base\_rsq\_cv)

## [1] "RSQ = 0.860291"

sprintf('SSR = %f', base\_ssr\_cv)

## [1] "SSR = 158.107764"

#RESULTS  
#If alpha increases then RSQ decreases and the SSR increases.

#### 2.B Based on your results in 1, can you find a better model than ridge and the LASSO? What is the evaluation criteria you use?

# Ridge Regression  
lambdas\_to\_try <- 10^seq(-3, 5, length.out = 100)  
ridge\_cv <- cv.glmnet(X, y, alpha = 0, lambda = lambdas\_to\_try,  
 standardize = TRUE, nfolds = 10)  
  
lambda\_cv <- ridge\_cv$lambda.min  
  
model\_cv <- glmnet(X, y, alpha = 0, lambda = lambda\_cv, standardize = TRUE)  
y\_hat\_cv <- predict(model\_cv, X)  
ssr\_cv <- t(y - y\_hat\_cv) %\*% (y - y\_hat\_cv)  
rsq\_ridge\_cv <- cor(y, y\_hat\_cv)^2

# Ridge Regression + AIC/BIC -----------------------------------  
X\_scaled <- scale(X)  
aic <- c()  
bic <- c()  
for (i in seq(lambdas\_to\_try)) {  
 model <- glmnet(X, y, alpha = 0, lambda = lambdas\_to\_try[i], standardize = TRUE)  
 betas <- as.vector((as.matrix(coef(model))[-1, ]))  
 resid <- y - (X\_scaled %\*% betas)  
 ld <- lambdas\_to\_try[i] \* diag(ncol(X\_scaled))  
 H <- X\_scaled %\*% solve(t(X\_scaled) %\*% X\_scaled + ld) %\*% t(X\_scaled)  
 df <- tr(H)  
 aic[i] <- nrow(X\_scaled) \* log(t(resid) %\*% resid) + 2 \* df  
 bic[i] <- nrow(X\_scaled) \* log(t(resid) %\*% resid) + 2 \* df \* log(nrow(X\_scaled))  
}  
  
  
lambda\_aic <- lambdas\_to\_try[which.min(aic)]  
lambda\_bic <- lambdas\_to\_try[which.min(bic)]  
  
model\_aic <- glmnet(X, y, alpha = 0, lambda = lambda\_aic, standardize = TRUE)  
y\_hat\_aic <- predict(model\_aic, X)  
ssr\_aic <- t(y - y\_hat\_aic) %\*% (y - y\_hat\_aic)  
rsq\_ridge\_aic <- cor(y, y\_hat\_aic)^2  
  
model\_bic <- glmnet(X, y, alpha = 0, lambda = lambda\_bic, standardize = TRUE)  
y\_hat\_bic <- predict(model\_bic, X)  
ssr\_bic <- t(y - y\_hat\_bic) %\*% (y - y\_hat\_bic)  
rsq\_ridge\_bic <- cor(y, y\_hat\_bic)^2

# LASSO  
lambdas\_to\_try <- 10^seq(-3, 5, length.out = 100)  
lasso\_cv <- cv.glmnet(X, y, alpha = 1, lambda = lambdas\_to\_try,  
 standardize = TRUE, nfolds = 10)  
  
lambda\_cv <- lasso\_cv$lambda.min  
model\_cv <- glmnet(X, y, alpha = 1, lambda = lambda\_cv, standardize = TRUE)  
model\_cv

##   
## Call: glmnet(x = X, y = y, alpha = 1, lambda = lambda\_cv, standardize = TRUE)   
##   
## Df %Dev Lambda  
## 1 3 82.05 0.8111

y\_hat\_cv <- predict(model\_cv, X)  
ssr\_cv <- t(y - y\_hat\_cv) %\*% (y - y\_hat\_cv)  
rsq\_lasso\_cv <- cor(y, y\_hat\_cv)^2

# Elastic Net  
set.seed(11)  
lambdas\_to\_try <- 10^seq(-3, 5, length.out = 100)  
alpha\_to\_try<- seq(0.0, 0.99, length.out = 10)  
df <- data.frame(matrix(ncol=3))  
  
for(i in 1:length(alpha\_to\_try<1)){  
 a = alpha\_to\_try[i]  
   
 ElasticNet\_cv <- cv.glmnet(X, y, alpha = a, lambda = lambdas\_to\_try,  
 standardize = TRUE)  
l = ElasticNet\_cv$lambda.min  
  
Model\_cv <- glmnet(X, y, alpha = a, lambda = 1, standardize = TRUE)  
  
y\_hat\_cv <- predict(Model\_cv, X)  
ssr\_cv <- t(y - y\_hat\_cv) %\*% (y - y\_hat\_cv)  
r = rsq\_ElasticNet\_cv <- cor(y, y\_hat\_cv)^2  
  
d = c(a,l,rsq\_ElasticNet\_cv)  
df <- rbind(df,d)}  
  
sprintf('Alpha = %f', a)

## [1] "Alpha = 0.990000"

sprintf('Lambda = %f', lambda\_cv)

## [1] "Lambda = 0.811131"

sprintf('RSQ = %f', rsq\_ElasticNet\_cv)

## [1] "RSQ = 0.842011"

sprintf('SSR = %f', ssr\_cv)

## [1] "SSR = 214.758906"

print(df)

## X1 X2 X3  
## 1 NA NA NA  
## 2 0.00 2.4770764 0.8589281  
## 3 0.11 2.0565123 0.8583733  
## 4 0.22 1.4174742 0.8570265  
## 5 0.33 1.1768120 0.8550163  
## 6 0.44 0.6734151 0.8541662  
## 7 0.55 0.8111308 0.8522767  
## 8 0.66 0.8111308 0.8494200  
## 9 0.77 0.8111308 0.8443311  
## 10 0.88 0.6734151 0.8425497  
## 11 0.99 0.6734151 0.8420108

#RESULTS  
#Based on these results, we can see that an Alpha = 0 and Lambda = 2.47 will yield the best RSQ.Which means that our model works best with a Ridge Regression.

rsq <- cbind("R-squared" = c(rsq\_ridge\_cv, rsq\_ridge\_aic, rsq\_ridge\_bic, rsq\_lasso\_cv, rsq\_ElasticNet\_cv))  
rownames(rsq) <- c("ridge cross-validated", "ridge AIC", "ridge BIC", "lasso cross\_validated", "ElasticNet\_CV")  
print(rsq)

## R-squared  
## ridge cross-validated 0.8524086  
## ridge AIC 0.8496310  
## ridge BIC 0.8412011  
## lasso cross\_validated 0.8424217  
## ElasticNet\_CV 0.8420108

#RESULTS  
#Based on these results the best model from the selected is Elastic Net. Which is better than Ridge and LASSO individually.

#### Q3: Cars data set: PCR and PLS

#### Use the cars data set, and use “mpg” as the response variables. Use 75% of the samples to train and validation the data, and leave 25% of the samples for testing.

library(tidyverse)

## -- Attaching packages --------------------------------------- tidyverse 1.3.1 --

## v ggplot2 3.3.5 v purrr 0.3.4  
## v tibble 3.1.4 v stringr 1.4.0  
## v tidyr 1.1.3 v forcats 0.5.1  
## v readr 2.0.1

## -- Conflicts ------------------------------------------ tidyverse\_conflicts() --  
## x ggplot2::%+%() masks psych::%+%()  
## x ggplot2::alpha() masks psych::alpha()  
## x tidyr::expand() masks Matrix::expand()  
## x dplyr::filter() masks stats::filter()  
## x dplyr::lag() masks stats::lag()  
## x tidyr::pack() masks Matrix::pack()  
## x tidyr::unpack() masks Matrix::unpack()

library(caret)

## Loading required package: lattice

##   
## Attaching package: 'caret'

## The following object is masked from 'package:purrr':  
##   
## lift

library(pls)

##   
## Attaching package: 'pls'

## The following object is masked from 'package:caret':  
##   
## R2

## The following object is masked from 'package:stats':  
##   
## loadings

data("Boston", package = "MASS")

#### 3.1 Apply the PCR and PLS, respectively. What is the best number of components extracted for PCR and PLS, respectively?

set.seed(123)  
training.samples <- mtcars$mpg %>%  
 createDataPartition(p = 0.75, list = FALSE)  
train.data <- mtcars[training.samples, ]  
test.data <- mtcars[-training.samples, ]  
  
  
pcr\_model <- train(  
 mpg~., data = train.data, method = "pcr",  
 scale = TRUE,  
 trControl = trainControl("cv", number = 10),  
 tuneLength = 10  
 )  
plot(pcr\_model)

![](data:image/png;base64,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)

pcr\_model$bestTune

## ncomp  
## 3 3

summary(pcr\_model$finalModel)

## Data: X dimension: 25 10   
## Y dimension: 25 1  
## Fit method: svdpc  
## Number of components considered: 3  
## TRAINING: % variance explained  
## 1 comps 2 comps 3 comps  
## X 61.88 84.4 91.17  
## .outcome 80.82 81.2 85.74

predictions <- pcr\_model %>% predict(test.data)  
  
data.frame(  
 RMSE = caret::RMSE(predictions, test.data$mpg),  
 Rsquare = caret::R2(predictions, test.data$mpg)  
)

## RMSE Rsquare  
## 1 2.197363 0.8628547

#### 3.2 Compare the RMSE of the two methods based on the test data set. Which one is better?

set.seed(123)  
  
  
pls\_model <- train(  
 mpg~., data = train.data, method = "pls",  
 scale = TRUE,  
 trControl = trainControl("cv", number = 10),  
 tuneLength = 10  
 )  
  
plot(pls\_model)

![](data:image/png;base64,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)

pls\_model$bestTune

## ncomp  
## 1 1

summary(pls\_model$finalModel)

## Data: X dimension: 25 10   
## Y dimension: 25 1  
## Fit method: oscorespls  
## Number of components considered: 1  
## TRAINING: % variance explained  
## 1 comps  
## X 61.81  
## .outcome 82.12

predictions <- pls\_model %>% predict(test.data)  
  
data.frame(  
 RMSE = caret::RMSE(predictions, test.data$mpg),  
 Rsquare = caret::R2(predictions, test.data$mpg)  
)

## RMSE Rsquare  
## 1 1.441384 0.9125933

#RESULTS  
#Comparting the two models shows that PLS is better for this data set since it has a lower RMSE and higher RSQ.

#### Q4: So far, you have performed multiple model fitting in Q1~Q3, and used different model assessment/selection methods to evaluate different models.

#### Based on what we covered in the lecture of Week 5, please summarize the model assessment tools (i.e. which type of error) you used in solving each question of Q1~Q3.

#### Question 1 Models ####  
  
  
### Models  
  
## Linear Regression  
# Linear Regression is a predictive analysis tool using dependent and independent variables but strictly graphing and predicting y values through linear patterns only. This means y = mx + b is the basis of the model.  
  
# RSQ, for my model I used R squared which is the measure of variation when using the dependent variable to predict the independent variable. R squared is a percentage, so the closer the R squared is to 1 then the lower the variation meaning the better model.   
  
  
# Multiple Linear Regression  
# Multiple Linear Regression is the same as linear regression but uses explanatory variables to allow for a better prediction of the model. This splits the data, like in question two when we split the data based on species.   
# RSQ and adjRSQ, We already discussed R squared, so I am going to explain what adjusted R squared is. Adjusted R squared is the same value as R squared but punishes data sets that are too complicated since the base R squared slowly gets better as you add variables to the model.  
  
# Forward and Backward Step-wise Selection  
# Step-wise regression is a model that changes the amount of variables in the model to optimize the amount of variables for accuracy and simplicity. A forward step-wise model starts off with an empty model and adds variables and backwards is the opposite.  
# RSQ and RSE, For this model I used RSE and RSQ to determine the best model (also the model's AIC score). RSE is residual standard error and as the name implies, we would like to decrease error in the model so the closer the number is to zero the better.

#### Question 2 Models ####  
  
  
### Models  
  
## Ridge Regression  
# Ridge regression is a type of variable selection for a model allowing the "shrinking" of variables. This changes the weight of variables in the model allowing for more accurate results.  
# RSQ and SSR, SSR is also known as the residual sum of squares. This shows the error in the model, with the smaller the number the tighter the fit the model has on the data (not between 0 and 1). This is difficult to use by itself since the SSR can be extremely low but the model be too tight to accurately predict future data.  
  
# LASSO  
# The LASSO is very similar to Ridge Regression and accomplishes the same thing; however, LASSO can set variables equal to zero rather than just shrinking the variables.  
# RSQ and SSR, explained above.  
  
# Elastic Net  
# Elastic Net is an in between Ridge Regression and LASSO and can be changed to be more like one model rather than the other variable selection model.  
# RSQ and SSR  
  
  
### Validation Criteria  
## AIC/BIC  
# AIC and BIC both accomplish the same task, checking the "goodness" of the fit while also punishing models that are too complicated. BIC does a better (more harsh) job for punishing over complex models.  
## Cross-Validation  
# Cross-Validation is using the training data to both train and test the data. You split the data into k subgroups and can make a model from each subgroup k and test the models on each other subgroup. This is very good way to make a model with the amount of data is limited.

#### Question 3 Models ####  
  
  
### Models  
  
## PCR  
# Principle Component Analysis is using hyper planes to find principle components to shrink the amount and weight of variables. PCR typically ends up reducing the dimensions of the model.This model relies on variance to check the components.  
# RMSE and RSQ, Residual Mean Square Error is a very common measure of differences in models. The lower the RMSE the better the fit the model has. This can also be referred to as the "cost" function when minimizing.  
  
# PLS  
# Rather than looking at variance, Partial Least Square Regression rather uses the observable variables (x) and predicted variables (y) to form several individual linear regression models. This model then tries to find the multidimensional direction of x (2D) to with the highest variance in y.   
# RMSE and RSQ, explained above.