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Preface

前言

The Problem

问题

Nowadays we use general purpose applications or libraries to communicate with each other. For example, we often use an HTTP client library to retrieve information from a web server and to invoke a remote procedure call via web services. However, a general purpose protocol or its implementation sometimes does not scale very well. It is like how we don't use a general purpose HTTP server to exchange huge files, e-mail messages, and near-realtime messages such as financial information and multiplayer game data. What's required is a highly optimized protocol implementation that is dedicated to a special purpose. For example, you might want to implement an HTTP server that is optimized for AJAX-based chat application, media streaming, or large file transfer. You could even want to design and implement a whole new protocol that is precisely tailored to your need. Another inevitable case is when you have to deal with a legacy proprietary protocol to ensure the interoperability with an old system. What matters in this case is how quickly we can implement that protocol while not sacrificing the stability and performance of the resulting application.

现在我们使用通用的应用程序或库来相互通信。例如，我们经常使用HTTP客户端库从web服务器检索信息，并通过web服务调用远程过程调用。然而，通用协议或其实现有时伸缩性不是很好。这就像我们不使用通用的HTTP服务器来交换大型文件、电子邮件消息和近乎实时的消息(如财务信息和多人游戏数据)一样。所需要的是一个专门用于特定目的的高度优化的协议实现。例如，您可能希望实现一个针对基于ajax的聊天应用程序、媒体流或大型文件传输进行优化的HTTP服务器。您甚至可能希望设计和实现一个完全适合您需要的新协议。另一个不可避免的情况是，您必须处理遗留的专有协议，以确保与旧系统的互操作性。在这种情况下，重要的是我们能够多快地实现该协议，同时又不牺牲结果应用程序的稳定性和性能。

The Solution

[*The Netty project*](https://netty.io/) is an effort to provide an asynchronous event-driven network application framework and tooling for the rapid development of maintainable high-performance and high-scalability protocol servers and clients.

In other words, Netty is an NIO client server framework that enables quick and easy development of network applications such as protocol servers and clients. It greatly simplifies and streamlines network programming such as TCP and UDP socket server development.

'Quick and easy' does not mean that a resulting application will suffer from a maintainability or a performance issue. Netty has been designed carefully with the experiences learned from the implementation of a lot of protocols such as FTP, SMTP, HTTP, and various binary and text-based legacy protocols. As a result, Netty has succeeded to find a way to achieve ease of development, performance, stability, and flexibility without a compromise.

Some users might already have found other network application frameworks that claim to have the same advantage, and you might want to ask what makes Netty so different from them. The answer is the philosophy it is built on. Netty is designed to give you the most comfortable experience both in terms of the API and the implementation from day one. It is not something tangible but you will realize that this philosophy will make your life much easier as you read this guide and play with Netty.

Getting Started

This chapter tours around the core constructs of Netty with simple examples to let you get started quickly. You will be able to write a client and a server on top of Netty right away when you are at the end of this chapter.

If you prefer a top-down approach in learning something, you might want to start from [Chapter 2, Architectural Overview](https://netty.io/3.8/guide/#architecture) and get back here.

Before Getting Started

The minimum requirements to run the examples in this chapter are only two; the latest version of Netty and JDK 1.6 or above. The latest version of Netty is available in [the project download page](https://netty.io/downloads.html). To download the right version of JDK, please refer to your preferred JDK vendor's web site.

As you read, you might have more questions about the classes introduced in this chapter. Please refer to the API reference whenever you want to know more about them. All class names in this document are linked to the online API reference for your convenience. Also, please don't hesitate to [contact the Netty project community](https://netty.io/community.html) and let us know if there's any incorrect information, errors in grammar or typos, and if you have any good ideas to help improve the documentation.

Writing a Discard Server

The most simplistic protocol in the world is not 'Hello, World!' but [DISCARD](https://tools.ietf.org/html/rfc863). It's a protocol that discards any received data without any response.

To implement the DISCARD protocol, the only thing you need to do is to ignore all received data. Let us start straight from the handler implementation, which handles I/O events generated by Netty.

package io.netty.example.discard;

import io.netty.buffer.ByteBuf;

import io.netty.channel.ChannelHandlerContext;

import io.netty.channel.ChannelInboundHandlerAdapter;

/\*\*

\* Handles a server-side channel.

\*/

public class DiscardServerHandler extends ChannelInboundHandlerAdapter { // (1)

@Override

public void channelRead(ChannelHandlerContext ctx, Object msg) { // (2)

// Discard the received data silently.

((ByteBuf) msg).release(); // (3)

}

@Override

public void exceptionCaught(ChannelHandlerContext ctx, Throwable cause) { // (4)

// Close the connection when an exception is raised.

cause.printStackTrace();

ctx.close();

}

}

1. DiscardServerHandler extends [ChannelInboundHandlerAdapter](https://netty.io/4.1/api/io/netty/channel/ChannelInboundHandlerAdapter.html), which is an implementation of [ChannelInboundHandler](https://netty.io/4.1/api/io/netty/channel/ChannelInboundHandler.html). [ChannelInboundHandler](https://netty.io/4.1/api/io/netty/channel/ChannelInboundHandler.html) provides various event handler methods that you can override. For now, it is just enough to extend [ChannelInboundHandlerAdapter](https://netty.io/4.1/api/io/netty/channel/ChannelInboundHandlerAdapter.html) rather than to implement the handler interface by yourself.
2. We override the channelRead() event handler method here. This method is called with the received message, whenever new data is received from a client. In this example, the type of the received message is [ByteBuf](https://netty.io/4.1/api/io/netty/buffer/ByteBuf.html).
3. To implement the DISCARD protocol, the handler has to ignore the received message. [ByteBuf](https://netty.io/4.1/api/io/netty/buffer/ByteBuf.html) is a reference-counted object which has to be released explicitly via the release() method. Please keep in mind that it is the handler's responsibility to release any reference-counted object passed to the handler. Usually, channelRead() handler method is implemented like the following:

@Override

public void channelRead(ChannelHandlerContext ctx, Object msg) {

try {

// Do something with msg

} finally {

ReferenceCountUtil.release(msg);

}

}

1. The exceptionCaught() event handler method is called with a Throwable when an exception was raised by Netty due to an I/O error or by a handler implementation due to the exception thrown while processing events. In most cases, the caught exception should be logged and its associated channel should be closed here, although the implementation of this method can be different depending on what you want to do to deal with an exceptional situation. For example, you might want to send a response message with an error code before closing the connection.

So far so good. We have implemented the first half of the DISCARD server. What's left now is to write the main() method which starts the server with the DiscardServerHandler.

package io.netty.example.discard;

import io.netty.bootstrap.ServerBootstrap;

import io.netty.channel.ChannelFuture;

import io.netty.channel.ChannelInitializer;

import io.netty.channel.ChannelOption;

import io.netty.channel.EventLoopGroup;

import io.netty.channel.nio.NioEventLoopGroup;

import io.netty.channel.socket.SocketChannel;

import io.netty.channel.socket.nio.NioServerSocketChannel;

/\*\*

\* Discards any incoming data.

\*/

public class DiscardServer {

private int port;

public DiscardServer(int port) {

this.port = port;

}

public void run() throws Exception {

EventLoopGroup bossGroup = new NioEventLoopGroup(); // (1)

EventLoopGroup workerGroup = new NioEventLoopGroup();

try {

ServerBootstrap b = new ServerBootstrap(); // (2)

b.group(bossGroup, workerGroup)

.channel(NioServerSocketChannel.class) // (3)

.childHandler(new ChannelInitializer<SocketChannel>() { // (4)

@Override

public void initChannel(SocketChannel ch) throws Exception {

ch.pipeline().addLast(new DiscardServerHandler());

}

})

.option(ChannelOption.SO\_BACKLOG, 128) // (5)

.childOption(ChannelOption.SO\_KEEPALIVE, true); // (6)

// Bind and start to accept incoming connections.

ChannelFuture f = b.bind(port).sync(); // (7)

// Wait until the server socket is closed.

// In this example, this does not happen, but you can do that to gracefully

// shut down your server.

f.channel().closeFuture().sync();

} finally {

workerGroup.shutdownGracefully();

bossGroup.shutdownGracefully();

}

}

public static void main(String[] args) throws Exception {

int port = 8080;

if (args.length > 0) {

port = Integer.parseInt(args[0]);

}

new DiscardServer(port).run();

}

}

1. [NioEventLoopGroup](https://netty.io/4.1/api/io/netty/channel/nio/NioEventLoopGroup.html) is a multithreaded event loop that handles I/O operation. Netty provides various [EventLoopGroup](https://netty.io/4.1/api/io/netty/channel/EventLoopGroup.html)implementations for different kind of transports. We are implementing a server-side application in this example, and therefore two [NioEventLoopGroup](https://netty.io/4.1/api/io/netty/channel/nio/NioEventLoopGroup.html) will be used. The first one, often called 'boss', accepts an incoming connection. The second one, often called 'worker', handles the traffic of the accepted connection once the boss accepts the connection and registers the accepted connection to the worker. How many Threads are used and how they are mapped to the created [Channel](https://netty.io/4.1/api/io/netty/channel/Channel.html)s depends on the [EventLoopGroup](https://netty.io/4.1/api/io/netty/channel/EventLoopGroup.html) implementation and may be even configurable via a constructor.
2. [ServerBootstrap](https://netty.io/4.1/api/io/netty/bootstrap/ServerBootstrap.html) is a helper class that sets up a server. You can set up the server using a [Channel](https://netty.io/4.1/api/io/netty/channel/Channel.html) directly. However, please note that this is a tedious process, and you do not need to do that in most cases.
3. Here, we specify to use the [NioServerSocketChannel](https://netty.io/4.1/api/io/netty/channel/socket/nio/NioServerSocketChannel.html) class which is used to instantiate a new [Channel](https://netty.io/4.1/api/io/netty/channel/Channel.html) to accept incoming connections.
4. The handler specified here will always be evaluated by a newly accepted [Channel](https://netty.io/4.1/api/io/netty/channel/Channel.html). The [ChannelInitializer](https://netty.io/4.1/api/io/netty/channel/ChannelInitializer.html) is a special handler that is purposed to help a user configure a new [Channel](https://netty.io/4.1/api/io/netty/channel/Channel.html). It is most likely that you want to configure the [ChannelPipeline](https://netty.io/4.1/api/io/netty/channel/ChannelPipeline.html) of the new [Channel](https://netty.io/4.1/api/io/netty/channel/Channel.html) by adding some handlers such as DiscardServerHandler to implement your network application. As the application gets complicated, it is likely that you will add more handlers to the pipeline and extract this anonymous class into a top-level class eventually.
5. You can also set the parameters which are specific to the Channel implementation. We are writing a TCP/IP server, so we are allowed to set the socket options such as tcpNoDelay and keepAlive. Please refer to the apidocs of [ChannelOption](https://netty.io/4.1/api/io/netty/channel/ChannelOption.html) and the specific [ChannelConfig](https://netty.io/4.1/api/io/netty/channel/ChannelConfig.html) implementations to get an overview about the supported ChannelOptions.
6. Did you notice option() and childOption()? option() is for the [NioServerSocketChannel](https://netty.io/4.1/api/io/netty/channel/socket/nio/NioServerSocketChannel.html) that accepts incoming connections. childOption() is for the [Channel](https://netty.io/4.1/api/io/netty/channel/Channel.html)s accepted by the parent [ServerChannel](https://netty.io/4.1/api/io/netty/channel/ServerChannel.html), which is [NioServerSocketChannel](https://netty.io/4.1/api/io/netty/channel/socket/nio/NioServerSocketChannel.html) in this case.
7. We are ready to go now. What's left is to bind to the port and to start the server. Here, we bind to the port 8080 of all NICs (network interface cards) in the machine. You can now call the bind() method as many times as you want (with different bind addresses.)

Congratulations! You've just finished your first server on top of Netty.

Looking into the Received Data

Now that we have written our first server, we need to test if it really works. The easiest way to test it is to use the *telnet* command. For example, you could enter telnet localhost 8080 in the command line and type something.

However, can we say that the server is working fine? We cannot really know that because it is a discard server. You will not get any response at all. To prove it is really working, let us modify the server to print what it has received.

We already know that channelRead() method is invoked whenever data is received. Let us put some code into the channelRead()method of the DiscardServerHandler:

@Override

public void channelRead(ChannelHandlerContext ctx, Object msg) {

ByteBuf in = (ByteBuf) msg;

try {

while (in.isReadable()) { // (1)

System.out.print((char) in.readByte());

System.out.flush();

}

} finally {

ReferenceCountUtil.release(msg); // (2)

}

}

1. This inefficient loop can actually be simplified to: System.out.println(in.toString(io.netty.util.CharsetUtil.US\_ASCII))
2. Alternatively, you could do in.release() here.

If you run the *telnet* command again, you will see the server prints what has received.

The full source code of the discard server is located in the [io.netty.example.discard](https://netty.io/4.1/xref/io/netty/example/discard/package-summary.html) package of the distribution.

Writing an Echo Server

So far, we have been consuming data without responding at all. A server, however, is usually supposed to respond to a request. Let us learn how to write a response message to a client by implementing the [ECHO](https://tools.ietf.org/html/rfc862) protocol, where any received data is sent back.

The only difference from the discard server we have implemented in the previous sections is that it sends the received data back instead of printing the received data out to the console. Therefore, it is enough again to modify the channelRead() method:

@Override

public void channelRead(ChannelHandlerContext ctx, Object msg) {

ctx.write(msg); // (1)

ctx.flush(); // (2)

}

1. A [ChannelHandlerContext](https://netty.io/4.1/api/io/netty/channel/ChannelHandlerContext.html) object provides various operations that enable you to trigger various I/O events and operations. Here, we invoke write(Object) to write the received message in verbatim. Please note that we did not release the received message unlike we did in the DISCARD example. It is because Netty releases it for you when it is written out to the wire.
2. ctx.write(Object) does not make the message written out to the wire. It is buffered internally and then flushed out to the wire by ctx.flush(). Alternatively, you could call ctx.writeAndFlush(msg) for brevity.

If you run the *telnet* command again, you will see the server sends back whatever you have sent to it.

The full source code of the echo server is located in the [io.netty.example.echo](https://netty.io/4.1/xref/io/netty/example/echo/package-summary.html) package of the distribution.

Writing a Time Server

The protocol to implement in this section is the [TIME](https://tools.ietf.org/html/rfc868) protocol. It is different from the previous examples in that it sends a message, which contains a 32-bit integer, without receiving any requests and closes the connection once the message is sent. In this example, you will learn how to construct and send a message, and to close the connection on completion.

Because we are going to ignore any received data but to send a message as soon as a connection is established, we cannot use the channelRead() method this time. Instead, we should override the channelActive() method. The following is the implementation:

package io.netty.example.time;

public class TimeServerHandler extends ChannelInboundHandlerAdapter {

@Override

public void channelActive(final ChannelHandlerContext ctx) { // (1)

final ByteBuf time = ctx.alloc().buffer(4); // (2)

time.writeInt((int) (System.currentTimeMillis() / 1000L + 2208988800L));

final ChannelFuture f = ctx.writeAndFlush(time); // (3)

f.addListener(new ChannelFutureListener() {

@Override

public void operationComplete(ChannelFuture future) {

assert f == future;

ctx.close();

}

}); // (4)

}

@Override

public void exceptionCaught(ChannelHandlerContext ctx, Throwable cause) {

cause.printStackTrace();

ctx.close();

}

}

1. As explained, the channelActive() method will be invoked when a connection is established and ready to generate traffic. Let's write a 32-bit integer that represents the current time in this method.
2. To send a new message, we need to allocate a new buffer which will contain the message. We are going to write a 32-bit integer, and therefore we need a [ByteBuf](https://netty.io/4.1/api/io/netty/buffer/ByteBuf.html) whose capacity is at least 4 bytes. Get the current [ByteBufAllocator](https://netty.io/4.1/api/io/netty/buffer/ByteBufAllocator.html) via ChannelHandlerContext.alloc() and allocate a new buffer.
3. As usual, we write the constructed message.

But wait, where's the flip? Didn't we used to call java.nio.ByteBuffer.flip() before sending a message in NIO? ByteBuf does not have such a method because it has two pointers; one for read operations and the other for write operations. The writer index increases when you write something to a ByteBuf while the reader index does not change. The reader index and the writer index represents where the message starts and ends respectively.

In contrast, NIO buffer does not provide a clean way to figure out where the message content starts and ends without calling the flip method. You will be in trouble when you forget to flip the buffer because nothing or incorrect data will be sent. Such an error does not happen in Netty because we have different pointer for different operation types. You will find it makes your life much easier as you get used to it -- a life without flipping out!

Another point to note is that the ChannelHandlerContext.write() (and writeAndFlush()) method returns a [ChannelFuture](https://netty.io/4.1/api/io/netty/channel/ChannelFuture.html). A [ChannelFuture](https://netty.io/4.1/api/io/netty/channel/ChannelFuture.html) represents an I/O operation which has not yet occurred. It means, any requested operation might not have been performed yet because all operations are asynchronous in Netty. For example, the following code might close the connection even before a message is sent:

Channel ch = ...;

ch.writeAndFlush(message);

ch.close();

Therefore, you need to call the close() method after the [ChannelFuture](https://netty.io/4.1/api/io/netty/channel/ChannelFuture.html) is complete, which was returned by the write() method, and it notifies its listeners when the write operation has been done. Please note that, close() also might not close the connection immediately, and it returns a [ChannelFuture](https://netty.io/4.1/api/io/netty/channel/ChannelFuture.html).

1. How do we get notified when a write request is finished then? This is as simple as adding a [ChannelFutureListener](https://netty.io/4.1/api/io/netty/channel/ChannelFutureListener.html) to the returned ChannelFuture. Here, we created a new anonymous [ChannelFutureListener](https://netty.io/4.1/api/io/netty/channel/ChannelFutureListener.html) which closes the Channel when the operation is done.

Alternatively, you could simplify the code using a pre-defined listener:

f.addListener(ChannelFutureListener.CLOSE);

To test if our time server works as expected, you can use the UNIX rdate command:

$ rdate -o <port> -p <host>

where <port> is the port number you specified in the main() method and <host> is usually localhost.

Writing a Time Client

Unlike DISCARD and ECHO servers, we need a client for the TIME protocol because a human cannot translate a 32-bit binary data into a date on a calendar. In this section, we discuss how to make sure the server works correctly and learn how to write a client with Netty.

The biggest and only difference between a server and a client in Netty is that different [Bootstrap](https://netty.io/4.1/api/io/netty/bootstrap/Bootstrap.html) and [Channel](https://netty.io/4.1/api/io/netty/channel/Channel.html) implementations are used. Please take a look at the following code:

package io.netty.example.time;

public class TimeClient {

public static void main(String[] args) throws Exception {

String host = args[0];

int port = Integer.parseInt(args[1]);

EventLoopGroup workerGroup = new NioEventLoopGroup();

try {

Bootstrap b = new Bootstrap(); // (1)

b.group(workerGroup); // (2)

b.channel(NioSocketChannel.class); // (3)

b.option(ChannelOption.SO\_KEEPALIVE, true); // (4)

b.handler(new ChannelInitializer<SocketChannel>() {

@Override

public void initChannel(SocketChannel ch) throws Exception {

ch.pipeline().addLast(new TimeClientHandler());

}

});

// Start the client.

ChannelFuture f = b.connect(host, port).sync(); // (5)

// Wait until the connection is closed.

f.channel().closeFuture().sync();

} finally {

workerGroup.shutdownGracefully();

}

}

}

1. [Bootstrap](https://netty.io/4.1/api/io/netty/bootstrap/Bootstrap.html) is similar to [ServerBootstrap](https://netty.io/4.1/api/io/netty/bootstrap/ServerBootstrap.html) except that it's for non-server channels such as a client-side or connectionless channel.
2. If you specify only one [EventLoopGroup](https://netty.io/4.1/api/io/netty/channel/EventLoopGroup.html), it will be used both as a boss group and as a worker group. The boss worker is not used for the client side though.
3. Instead of [NioServerSocketChannel](https://netty.io/4.1/api/io/netty/channel/socket/nio/NioServerSocketChannel.html), [NioSocketChannel](https://netty.io/4.1/api/io/netty/channel/socket/nio/NioSocketChannel.html) is being used to create a client-side [Channel](https://netty.io/4.1/api/io/netty/channel/Channel.html).
4. Note that we do not use childOption() here unlike we did with ServerBootstrap because the client-side [SocketChannel](https://netty.io/4.1/api/io/netty/channel/socket/SocketChannel.html) does not have a parent.
5. We should call the connect() method instead of the bind() method.

As you can see, it is not really different from the server-side code. What about the [ChannelHandler](https://netty.io/4.1/api/io/netty/channel/ChannelHandler.html) implementation? It should receive a 32-bit integer from the server, translate it into a human-readable format, print the translated time, and close the connection:

package io.netty.example.time;

import java.util.Date;

public class TimeClientHandler extends ChannelInboundHandlerAdapter {

@Override

public void channelRead(ChannelHandlerContext ctx, Object msg) {

ByteBuf m = (ByteBuf) msg; // (1)

try {

long currentTimeMillis = (m.readUnsignedInt() - 2208988800L) \* 1000L;

System.out.println(new Date(currentTimeMillis));

ctx.close();

} finally {

m.release();

}

}

@Override

public void exceptionCaught(ChannelHandlerContext ctx, Throwable cause) {

cause.printStackTrace();

ctx.close();

}

}

1. In TCP/IP, Netty reads the data sent from a peer into a [ByteBuf](https://netty.io/4.1/api/io/netty/buffer/ByteBuf.html).

It looks very simple and does not look any different from the server side example. However, this handler sometimes will refuse to work raising an IndexOutOfBoundsException. We discuss why this happens in the next section.

Dealing with a Stream-based Transport

One Small Caveat of Socket Buffer

In a stream-based transport such as TCP/IP, received data is stored into a socket receive buffer. Unfortunately, the buffer of a stream-based transport is not a queue of packets but a queue of bytes. It means, even if you sent two messages as two independent packets, an operating system will not treat them as two messages but as just a bunch of bytes. Therefore, there is no guarantee that what you read is exactly what your remote peer wrote. For example, let us assume that the TCP/IP stack of an operating system has received three packets:

![Three packets received as they were sent](data:image/png;base64,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)

Because of this general property of a stream-based protocol, there's a high chance of reading them in the following fragmented form in your application:

![Three packets split and merged into four buffers](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQQAAABiCAYAAAC20q35AAAIwUlEQVR4Ae2dS8hNXRjH18tL7kZSMlAkEzKRjF2iKCWXkmumSigxoyi5DESUay7JwMDANblMXGKCiSSRZKLkUnI9X8+uZ7Xss7dz3vfdZ69n7++36rTWWXvtvf7r96z9P/t2zulqNBoNR4IABCDgnOsHBQhAAAJKAENQEuQQgIDrDhlw9hDSoAyB/weBrq4uP1COEDwKChCAAIbAHIAABDwBDMGjoAABCGAIzAEIQMATwBA8CgoQgACGwByAAAQ8AQzBo6AAAQhgCMwBCEDAE8AQPAoKEIAAhsAcgAAEPAEMwaOgAAEIYAjMAQhAwBPAEDwKChCAAIbAHIAABDwBDMGjoAABCGAIzAEIQMATwBA8CgoQgACGwByAAAQ8AQzBo6AAAQhgCMwBCEDAE8AQPAoKEIAAhsAcgAAEPAEMwaOgAAEIYAjMAQhAwBPAEDwKChCAAIbAHIAABDwBDMGjoAABCGAIzAEIQMATwBA8CgoQgACGwByAAAQ8AQzBo6AAAQh0l4GgX7/q+86fP388qjqMxw+mpIJ1ftb1aZhCnVpXZF6KIYjgRqNRpO5St9XV1eU+f/7s+vfvn7yqPp5S4TnnrPOzrk/jldap87HID6jSDEEHVdX806dPbuDAgcmrqmOIqds6P+v6NHahTp2PGILSKTGXI4RBgwa5wYMHl9hrfbqyzs+6Pp0JaZ1ylDBgwABd3OecI4Q2EYoz//79u83WNEsTsM7Puj7lGeoUM5CjhCIThtAmTXFmSRIEUs8JWOdnXZ8SD3WKGRT9IYUhKOkWuTiznKsV7cgtuq3NYuv8rOvTiRDqlFPYog2h+vcDlRQ5BCDQZwKVMgS5Bztq1KjkNtaIESPcr1+/mgDIrZnwNWTIEDd//nz34sWLprZUVJOAxjdPfavleet1ot6SlnbGVylDuHjxovvw4UMyri9fvrjz58+3HOO3b9/c5cuX3cKFC1u2LbvB3bt33fLly93o0aOdGNfcuXPdzZs3vQydTJrLIeLs2bPdhQsXfBstaJt03u5ybddKk7YjryeBShnC8ePHkyjMmjUryU+dOpUbFXkQSs6vHj9+nLR59epVbtuyF8iRzooVK9zMmTPdtGnT3Lt379zXr1/d5s2b3d69e5vkyFjkJWY4b948t2zZMrdmzZqmdlKhbTVPN9J6zXV5nqaNGzdmatL1yOtFoDKG8PbtW3f9+nU3fPhwd+nSJTd06FB369Yt9+bNm9yI/Pjxw92/fz9ZLjuglbRnzx539uxZt3XrVrdhwwbX3d2dXLAUo7t27VquzGHDhjnZQbds2eLEDE+ePJnbtqcLdu/enalpzpw5/9TU035ob5tAZQzh9OnTCcnVq1cnh9crV65M3mt9GrMcOstDRLLz7dq1yx09ejTdJNr7c+fOJX2vWrWqVxrWrl2brHfo0KFerZ+1kp5+9VZT1jY7XZc+PdL3ne63ztuvjCGcOHEiiYPuDDpxtT4vSHI4fuPGDVOfcs+fP0/kTpgwIU/2P+snTpyYLH/69GlTO90pJM9Kecv7qimrL+qqR6AShiAXuuQawOTJk93UqVMTytOnT0/ev3792t2+fbuJvJwjf//+3V25ciW5GyHn3keOHGlqV+UKOdVIJ702IHlWarU8ax2rdeFYwrJVvVXQVQlD0IuHz549++uWoryXlHeUIA8RyTnw1atXk3bbt283EZNJkyYlOvRTuaeiXr58mawyY8aMnq6a2z5Pkx5R5K7IgloRMG8IcvVdz7nzyMttOGmXleTq+YMHD5JFHz9+zGpSep2e9hw7dqxXfZ85cyZZb/369b1aP2sluTYjqbeasrZJXfUImDcEuRr/8+dPt3jx4qZbanKYuGDBgmS5tAuTfrLJdw/k3r2kpUuXhk2ileXOguzM+/btczt37vRm9ujRI7dkyZJcXfIc+/79+92OHTvctm3bCn22Qu5epDWJmZL+XwTMG4LeWlu3bl1mZFp92oohjBkzxm3atMkdPnw4cxsxKg8cOOCePHmSXBsZP3588tVq2cn1kzrUpOY2duxYd+/ePXfnzp3ESMI2Wta2mmt9O7lqev/+fXJ9Rh6EGjdunFu0aFE7q9OmBgSar0oZG9TDhw//qUieQJQjBU1hWeus5lOmTHH6sFWWxp6MpVXbVsu1f9F08ODB5KV11vJWY2m1vMzxWNLSzrjNHyG0MwjaQAACxRDAEIrhyFYgUAsCGEItwsggIFAMAQyhGI5sBQK1IIAh1CKMDAICxRDAEIrhyFYgUAsCGEItwsggIFAMAQyhGI5sBQK1IFDag0ny5FydUt3GU3ZsrPOzrq9T8SrFEOSZeHkOX35COp13amBFb3fkyJFOfrFIfnQl/JWmqo6naD6ttmedn3V9yjfUKd/mLfp/QkoxBBmMCJcBhL8lX+R/0imwTuViBvIS/eF/M1R1PJ3ilLdd6/ys61OuaZ2VNwT9b0Q1CB2o9Vx0y84veWgIVR1P2byt87OuT+OV1ll5Q5CBqRnIDlaVJCYQvkLdVRxPqL+McsguNFTp2wI/6/o0RmmdRRtCVyP4OlZQ1P4Ly+U6gvwsevpVWAcd3pCAD1/aXVXHo/rLykN24SS2ws+6Po1TWqe87+upd3gBtTRD0AGRQwACtgiEhsBzCLZigxoIRCWAIUTFT+cQsEUAQ7AVD9RAICoBDCEqfjqHgC0CGIKteKAGAlEJYAhR8dM5BGwRwBBsxQM1EIhKAEOIip/OIWCLAIZgKx6ogUBUAhhCVPx0DgFbBDAEW/FADQSiEsAQouKncwjYIoAh2IoHaiAQlQCGEBU/nUPAFgEMwVY8UAOBqAQwhKj46RwCtghgCLbigRoIRCWAIUTFT+cQsEUAQ7AVD9RAICoBDCEqfjqHgC0CGIKteKAGAlEJYAhR8dM5BGwRwBBsxQM1EIhKAEOIip/OIWCLAIZgKx6ogUBUAn/9+3P4Dy5RVdE5BCAQhQBHCFGw0ykEbBLAEGzGBVUQiELgP9OJzcVvEA4UAAAAAElFTkSuQmCC)

Therefore, a receiving part, regardless it is server-side or client-side, should defrag the received data into one or more meaningful frames that could be easily understood by the application logic. In the case of the example above, the received data should be framed like the following:

![Four buffers defragged into three](data:image/png;base64,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)

The First Solution

Now let us get back to the TIME client example. We have the same problem here. A 32-bit integer is a very small amount of data, and it is not likely to be fragmented often. However, the problem is that it can be fragmented, and the possibility of fragmentation will increase as the traffic increases.

The simplistic solution is to create an internal cumulative buffer and wait until all 4 bytes are received into the internal buffer. The following is the modified TimeClientHandler implementation that fixes the problem:

package io.netty.example.time;

import java.util.Date;

public class TimeClientHandler extends ChannelInboundHandlerAdapter {

private ByteBuf buf;

@Override

public void handlerAdded(ChannelHandlerContext ctx) {

buf = ctx.alloc().buffer(4); // (1)

}

@Override

public void handlerRemoved(ChannelHandlerContext ctx) {

buf.release(); // (1)

buf = null;

}

@Override

public void channelRead(ChannelHandlerContext ctx, Object msg) {

ByteBuf m = (ByteBuf) msg;

buf.writeBytes(m); // (2)

m.release();

if (buf.readableBytes() >= 4) { // (3)

long currentTimeMillis = (buf.readUnsignedInt() - 2208988800L) \* 1000L;

System.out.println(new Date(currentTimeMillis));

ctx.close();

}

}

@Override

public void exceptionCaught(ChannelHandlerContext ctx, Throwable cause) {

cause.printStackTrace();

ctx.close();

}

}

1. A [ChannelHandler](https://netty.io/4.1/api/io/netty/channel/ChannelHandler.html) has two life cycle listener methods: handlerAdded() and handlerRemoved(). You can perform an arbitrary (de)initialization task as long as it does not block for a long time.
2. First, all received data should be cumulated into buf.
3. And then, the handler must check if buf has enough data, 4 bytes in this example, and proceed to the actual business logic. Otherwise, Netty will call the channelRead() method again when more data arrives, and eventually all 4 bytes will be cumulated.

The Second Solution

Although the first solution has resolved the problem with the TIME client, the modified handler does not look that clean. Imagine a more complicated protocol which is composed of multiple fields such as a variable length field. Your [ChannelInboundHandler](https://netty.io/4.1/api/io/netty/channel/ChannelInboundHandler.html) implementation will become unmaintainable very quickly.

As you may have noticed, you can add more than one [ChannelHandler](https://netty.io/4.1/api/io/netty/channel/ChannelHandler.html) to a [ChannelPipeline](https://netty.io/4.1/api/io/netty/channel/ChannelPipeline.html), and therefore, you can split one monolithic [ChannelHandler](https://netty.io/4.1/api/io/netty/channel/ChannelHandler.html) into multiple modular ones to reduce the complexity of your application. For example, you could split TimeClientHandler into two handlers:

* TimeDecoder which deals with the fragmentation issue, and
* the initial simple version of TimeClientHandler.

Fortunately, Netty provides an extensible class which helps you write the first one out of the box:

package io.netty.example.time;

public class TimeDecoder extends ByteToMessageDecoder { // (1)

@Override

protected void decode(ChannelHandlerContext ctx, ByteBuf in, List<Object> out) { // (2)

if (in.readableBytes() < 4) {

return; // (3)

}

out.add(in.readBytes(4)); // (4)

}

}

1. [ByteToMessageDecoder](https://netty.io/4.1/api/io/netty/handler/codec/ByteToMessageDecoder.html) is an implementation of [ChannelInboundHandler](https://netty.io/4.1/api/io/netty/channel/ChannelInboundHandler.html) which makes it easy to deal with the fragmentation issue.
2. [ByteToMessageDecoder](https://netty.io/4.1/api/io/netty/handler/codec/ByteToMessageDecoder.html) calls the decode() method with an internally maintained cumulative buffer whenever new data is received.
3. decode() can decide to add nothing to out where there is not enough data in the cumulative buffer. [ByteToMessageDecoder](https://netty.io/4.1/api/io/netty/handler/codec/ByteToMessageDecoder.html) will call decode() again when there is more data received.
4. If decode() adds an object to out, it means the decoder decoded a message successfully. [ByteToMessageDecoder](https://netty.io/4.1/api/io/netty/handler/codec/ByteToMessageDecoder.html) will discard the read part of the cumulative buffer. Please remember that you don't need to decode multiple messages. [ByteToMessageDecoder](https://netty.io/4.1/api/io/netty/handler/codec/ByteToMessageDecoder.html) will keep calling the decode() method until it adds nothing to out.

Now that we have another handler to insert into the [ChannelPipeline](https://netty.io/4.1/api/io/netty/channel/ChannelPipeline.html), we should modify the [ChannelInitializer](https://netty.io/4.1/api/io/netty/channel/ChannelInitializer.html) implementation in the TimeClient:

b.handler(new ChannelInitializer<SocketChannel>() {

@Override

public void initChannel(SocketChannel ch) throws Exception {

ch.pipeline().addLast(new TimeDecoder(), new TimeClientHandler());

}

});

If you are an adventurous person, you might want to try the [ReplayingDecoder](https://netty.io/4.1/api/io/netty/handler/codec/ReplayingDecoder.html) which simplifies the decoder even more. You will need to consult the API reference for more information though.

public class TimeDecoder extends ReplayingDecoder<Void> {

@Override

protected void decode(

ChannelHandlerContext ctx, ByteBuf in, List<Object> out) {

out.add(in.readBytes(4));

}

}

Additionally, Netty provides out-of-the-box decoders which enables you to implement most protocols very easily and helps you avoid from ending up with a monolithic unmaintainable handler implementation. Please refer to the following packages for more detailed examples:

* [io.netty.example.factorial](https://netty.io/4.1/xref/io/netty/example/factorial/package-summary.html) for a binary protocol, and
* [io.netty.example.telnet](https://netty.io/4.1/xref/io/netty/example/telnet/package-summary.html) for a text line-based protocol.

Speaking in POJO instead of ByteBuf

All the examples we have reviewed so far used a [ByteBuf](https://netty.io/4.1/api/io/netty/buffer/ByteBuf.html) as a primary data structure of a protocol message. In this section, we will improve the TIME protocol client and server example to use a POJO instead of a [ByteBuf](https://netty.io/4.1/api/io/netty/buffer/ByteBuf.html).

The advantage of using a POJO in your [ChannelHandler](https://netty.io/4.1/api/io/netty/channel/ChannelHandler.html)s is obvious; your handler becomes more maintainable and reusable by separating the code which extracts information from ByteBuf out from the handler. In the TIME client and server examples, we read only one 32-bit integer and it is not a major issue to use ByteBuf directly. However, you will find it is necessary to make the separation as you implement a real-world protocol.

First, let us define a new type called UnixTime.

package io.netty.example.time;

import java.util.Date;

public class UnixTime {

private final long value;

public UnixTime() {

this(System.currentTimeMillis() / 1000L + 2208988800L);

}

public UnixTime(long value) {

this.value = value;

}

public long value() {

return value;

}

@Override

public String toString() {

return new Date((value() - 2208988800L) \* 1000L).toString();

}

}

We can now revise the TimeDecoder to produce a UnixTime instead of a [ByteBuf](https://netty.io/4.1/api/io/netty/buffer/ByteBuf.html).

@Override

protected void decode(ChannelHandlerContext ctx, ByteBuf in, List<Object> out) {

if (in.readableBytes() < 4) {

return;

}

out.add(new UnixTime(in.readUnsignedInt()));

}

With the updated decoder, the TimeClientHandler does not use [ByteBuf](https://netty.io/4.1/api/io/netty/buffer/ByteBuf.html) anymore:

@Override

public void channelRead(ChannelHandlerContext ctx, Object msg) {

UnixTime m = (UnixTime) msg;

System.out.println(m);

ctx.close();

}

Much simpler and elegant, right? The same technique can be applied on the server side. Let us update the TimeServerHandler first this time:

@Override

public void channelActive(ChannelHandlerContext ctx) {

ChannelFuture f = ctx.writeAndFlush(new UnixTime());

f.addListener(ChannelFutureListener.CLOSE);

}

Now, the only missing piece is an encoder, which is an implementation of [ChannelOutboundHandler](https://netty.io/4.1/api/io/netty/channel/ChannelOutboundHandler.html) that translates a UnixTime back into a [ByteBuf](https://netty.io/4.1/api/io/netty/buffer/ByteBuf.html). It's much simpler than writing a decoder because there's no need to deal with packet fragmentation and assembly when encoding a message.

package io.netty.example.time;

public class TimeEncoder extends ChannelOutboundHandlerAdapter {

@Override

public void write(ChannelHandlerContext ctx, Object msg, ChannelPromise promise) {

UnixTime m = (UnixTime) msg;

ByteBuf encoded = ctx.alloc().buffer(4);

encoded.writeInt((int)m.value());

ctx.write(encoded, promise); // (1)

}

}

1. There are quite a few important things in this single line.

First, we pass the original [ChannelPromise](https://netty.io/4.1/api/io/netty/channel/ChannelPromise.html) as-is so that Netty marks it as success or failure when the encoded data is actually written out to the wire.

Second, we did not call ctx.flush(). There is a separate handler method void flush(ChannelHandlerContext ctx) which is purposed to override the flush() operation.

To simplify even further, you can make use of [MessageToByteEncoder](https://netty.io/4.1/api/io/netty/handler/codec/MessageToByteEncoder.html):

public class TimeEncoder extends MessageToByteEncoder<UnixTime> {

@Override

protected void encode(ChannelHandlerContext ctx, UnixTime msg, ByteBuf out) {

out.writeInt((int)msg.value());

}

}

The last task left is to insert a TimeEncoder into the [ChannelPipeline](https://netty.io/4.1/api/io/netty/channel/ChannelPipeline.html) on the server side before the TimeServerHandler, and it is left as a trivial exercise.

Shutting Down Your Application

Shutting down a Netty application is usually as simple as shutting down all [EventLoopGroup](https://netty.io/4.1/api/io/netty/channel/EventLoopGroup.html)s you created via shutdownGracefully(). It returns a [Future](https://netty.io/4.1/api/io/netty/util/concurrent/Future.html) that notifies you when the [EventLoopGroup](https://netty.io/4.1/api/io/netty/channel/EventLoopGroup.html) has been terminated completely and all [Channel](https://netty.io/4.1/api/io/netty/channel/Channel.html)s that belong to the group have been closed.

Summary

In this chapter, we had a quick tour of Netty with a demonstration on how to write a fully working network application on top of Netty.

There is more detailed information about Netty in the upcoming chapters. We also encourage you to review the Netty examples in the [io.netty.example](https://github.com/netty/netty/tree/4.1/example/src/main/java/io/netty/example) package.

Please also note that [the community](https://netty.io/community.html) is always waiting for your questions and ideas to help you and keep improving Netty and its documentation based on your feedback.
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