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**Abstract**

对给定的语料库进行分析，具体使用LDA主题模型进行文本建模，分析主题个数、“字”“词”单位，文本长短对模型分类性能的影响。

所给定的语料库为金庸的16篇小说，从中均匀抽取1000个段落作为数据集（每个段落可以有 K 个 token, K 可以取20，100，500, 1000, 3000），每个段落的标签就是对应段落所属的小说。利用LDA模型在给定的语料库上进行文本建模，主题数量为 T，并把每个段落表示为主题分布后进行分类（分类器自由选择），分类结果使用 10 次交叉验证（i.e. 900 做训练，剩余100 做测试循环十次）。实现和讨论如下的方面：

1. 在设定不同的主题个数T的情况下，分类性能是否有变化？；
2. 以"词"和以"字"为基本单元下分类结果有什么差异？

（3）不同的取值的K的短文本和长文本，主题模型性能上是否有差异？

**Introduction**

LDA模型是在2003年所提出，主要用来推测文档的主题分布。它可以将文档集中每篇文档的主题以概率分布的形式给出。通过分析一些文档的主题分布后，便可根据主题分布进行主题聚类或文本分类。

LDA模型认为文章可以由主题分布来表示，主题可以由词汇分布来表示。它不关心文档中单词的顺序，使用词袋特征来代表文档。

**Methodology**

**M1: 文本处理**

对文档进行预处理，去除标点符号、停用词、 隐藏符号和非中文字符。读取小说的字数，按比例均匀抽取1000个段落作为数据集

**M2: LDA模型**

LDA模型的训练过程：

1. 对语料库中的每篇文档的每个词汇随机的赋予一个主题
2. 重新扫描语料库，对每个词，使用Gibbs Sampling公式对其采样，求出他的主题并在语料库中进行更新。
3. 重复步骤2，至Gibbs Sampling收敛
4. 统计语料库中的主题-词出现频率矩阵，该矩阵就是LDA模型。

对于一篇新的文档，可以认为Gibbs Sampling公式中的词语分布部分是稳定不变的，是由训练语料得到的模型提供的，所以采样过程中只要估计该文档的主题分布就好，具体过程：

1.对当前文档中的每个单词，随机初始化一个主题编号;

2. 使用Gibbs Sampling公式，对每个词, 重新采样其主题；

3. 重复以上过程，至Gibbs Sampling收敛；

4. 统计得该文档的主题分布。

**Experimental Studies**

设置LDA模型的主题个数T依次为10、20、50、100，段落长度K为20、100、500、1000、3000.以词为单位时得到分类平均准确率为

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| T K | 20 | 100 | 500 | 1000 | 3000 |
| 10 | 0.083 | 0.153 | 0.200 | 0.311 | 0.632 |
| 20 | 0.134 | 0.133 | 0.210 | 0.377 | 0.757 |
| 50 | 0.110 | 0.157 | 0.305 | 0.464 | 0.737 |
| 100 | 0.091 | 0.159 | 0.317 | 0.444 | 0.706 |

**Conclusions**

1. 在设定不同的主题个数T的情况下，分类性会产生变化，但主题数目没有固定的最优解，可根据训练出的结果，优化主题数目，优化结果；
2. 不同的取值的K的短文本和长文本，主题模型性能上存在差异，长文本中包含更多的语义信息，分类准确性更好。
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