# The Standard Error of Prediction

The standard error of prediction using simple linear regression has up to now been taken to be the residual standard deviation, on the basis that this was an estimate of the standard deviation of the "error process" which produced deviations of individual points away from the line. This ignores the fact that the residuals are deviations from the fitted line which is, in itself, subject to chance causes of variation. Thus, the residual standard deviation underestimates the standard error of prediction. It was suggested earlier that this underestimation could be ignored, especially for large values of n. In this appendix, we present the correction needed to allow for the uncertainty associated with the fitted line and study the extent of the underestimation involved in ignoring it.

As an aid to exposition, the material presented in this appendix is tied to the US Post Office example. However, the same development applies to any application of simple linear regression.

**Predicting Y when X = ![](data:image/x-wmf;base64,183GmgAAAAAAAIAB4AEBCQAAAABwXgEACQAAA7MAAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwC4AGAARIAAAAmBg8AGgD/////AAAQAAAAwP///63///9AAQAAjQEAAAsAAAAmBg8ADABNYXRoVHlwZQAAIAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJbAEAABQAAABMCWwAsARwAAAD7AqD+AAAAAAAAvAIAAAAABAIAIEFyaWFsAAAA5A8KZqDxEgCIqfN3kanzdyAw9XevEGYoBAAAAC0BAQAIAAAAMgqgAUAAAQAAAFh5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0AAK8QZigAAAoAIQCKAQAAAAD/////vPMSAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)**

It is relatively easy to see what the standard error of prediction is if the anticipated volume coincides with the average volume in the data, that is, ![](data:image/x-wmf;base64,183GmgAAAAAAAAsADgBgAAAAAAB0VwEACQAAA44AAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAIOAAsABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AvT/AAAAAAAAkAEAAAAAAAAAEFBhbGF0aW5vAAUKJtJ87XfbfO130Gfvd3oFCiYAAAoABAAAAC0BAAAHAAAAIQUCACAgDgAAAAgAAAD6AgYAAQAAAAAAAAAEAAAALQEBAAUAAAAUAgEAAgAFAAAAEwIBAAkABwAAACEFAgBYIAwAAgAKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA). In that case the predicted Manhours is given by

![](data:image/x-wmf;base64,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)

the average value of Manhours. ![](data:image/x-wmf;base64,183GmgAAAAAAAAsADgBgAAAAAAB0VwEACQAAA44AAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAIOAAsABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AvT/AAAAAAAAkAEAAAAAAAAAEFBhbGF0aW5vAAUKFdJ87XfbfO130Gfvd4MFChUAAAoABAAAAC0BAAAHAAAAIQUCACAgDgAAAAgAAAD6AgYAAQAAAAAAAAAEAAAALQEBAAUAAAAUAgEAAgAFAAAAEwIBAAkABwAAACEFAgBZIAwAAgAKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA), being based on data subject to chance variation, is itself subject to chance variation. Being a sample average, its standard error is given by the usual formula /√n. Thus, ![](data:image/x-wmf;base64,183GmgAAAAAAAAsADgBgAAAAAAB0VwEACQAAA44AAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAIOAAsABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AvT/AAAAAAAAkAEAAAAAAAAAEFBhbGF0aW5vAAUKCdJ87XfbfO130Gfvd4QFCgkAAAoABAAAAC0BAAAHAAAAIQUCACAgDgAAAAgAAAD6AgYAAQAAAAAAAAAEAAAALQEBAAUAAAAUAgEAAgAFAAAAEwIBAAkABwAAACEFAgBZIAwAAgAKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA) estimates a point on the line, but that estimate is subject to error, the extent of which is measured by /√n.

Adding to the error of ![](data:image/x-wmf;base64,183GmgAAAAAAAAsADgBgAAAAAAB0VwEACQAAA44AAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAIOAAsABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AvT/AAAAAAAAkAEAAAAAAAAAEFBhbGF0aW5vAAUKNNJ87XfbfO130Gfvd3oFCjQAAAoABAAAAC0BAAAHAAAAIQUCACAgDgAAAAgAAAD6AgYAAQAAAAAAAAAEAAAALQEBAAUAAAAUAgEAAgAFAAAAEwIBAAkABwAAACEFAgBZIAwAAgAKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA) as an estimate of a point on the line is the "error process" which produces deviations of individual points away from the line. The extent of this error is measured by . To combine the two sources of error[[1]](#footnote-1), we

square them to get variances, ![](data:image/x-wmf;base64,183GmgAAAAAAACEADwBgAAAAAABfVwEACQAAA/kAAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAIPACEABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AvT/AAAAAAAAkAEAAAAAAAAAEFBhbGF0aW5vAAUKENJ87XfbfO130Gfvd4YFChAAAAoABAAAAC0BAAAHAAAAIQUCACAgDwAAABwAAAD7AvT/AAAAAAAAkAEAAAACAAAAUFN5bWJvbAAAhAUKDtJ87XfbfO130Gfvd4QFCg4AAAoABAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAcwAMAAEAHAAAAPsC+f8AAAAAAACQAQAAAAAAAAAQUGFsYXRpbm8ABQoR0nztd9t87XfQZ+93hgUKEQAACgAEAAAALQEAAAQAAADwAQEABwAAACEFAQAyAAYACQAcAAAA+wL0/wAAAAAAAJABAAAAAAAAABBQYWxhdGlubwAFCg/SfO1323ztd9Bn73eEBQoPAAAKAAQAAAAtAQEABAAAAPABAAAHAAAAIQUBAC8ADAAPAAcAAAAhBQEAbgAMABgACgAAACYGDwAKAP////8BAAAAAAAEAAAAJwH//wMAAAAAAA==) and ![](data:image/x-wmf;base64,183GmgAAAAAAAA4ADgBgAAAAAABxVwEACQAAA8cAAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAIOAA4ABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AvT/AAAAAAAAkAEAAAAAAAAAEFBhbGF0aW5vAAUKOtJ87XfbfO130Gfvd3oFCjoAAAoABAAAAC0BAAAHAAAAIQUCACAgDgAAABwAAAD7AvT/AAAAAAAAkAEAAAACAAAAUFN5bWJvbAAAhwUKCNJ87XfbfO130Gfvd4cFCggAAAoABAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAcwAMAAEAHAAAAPsC+f8AAAAAAACQAQAAAAAAAAAQUGFsYXRpbm8ABQo70nztd9t87XfQZ+93egUKOwAACgAEAAAALQEAAAQAAADwAQEABwAAACEFAQAyAAYACQAKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA),

add the variances, getting ![](data:image/x-wmf;base64,183GmgAAAAAAAD4ADwBgAAAAAABAVwEACQAAA2QBAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAIPAD4ABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AvT/AAAAAAAAkAEAAAAAAAAAEFBhbGF0aW5vAAUKFdJ87XfbfO130Gfvd4QFChUAAAoABAAAAC0BAAAHAAAAIQUCACAgDwAAABwAAAD7AvT/AAAAAAAAkAEAAAACAAAAUFN5bWJvbAAAigUKAtJ87XfbfO130Gfvd4oFCgIAAAoABAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAcwAMAAEAHAAAAPsC+f8AAAAAAACQAQAAAAAAAAAQUGFsYXRpbm8ABQoW0nztd9t87XfQZ+93hAUKFgAACgAEAAAALQEAAAQAAADwAQEABwAAACEFAQAyAAYACQAcAAAA+wL0/wAAAAAAAJABAAAAAAAAABBQYWxhdGlubwAFCgPSfO1323ztd9Bn73eKBQoDAAAKAAQAAAAtAQEABAAAAPABAAAHAAAAIQUBACgADAAOAAcAAAAhBQEAMQAMABIAHAAAAPsC9P8AAAAAAACQAQAAAAIAAABQU3ltYm9sAACEBQoX0nztd9t87XfQZ+93hAUKFwAACgAEAAAALQEAAAQAAADwAQEABwAAACEFAQArAAwAGQAcAAAA+wL0/wAAAAAAAJABAAAAAAAAABBQYWxhdGlubwAFCgTSfO1323ztd9Bn73eKBQoEAAAKAAQAAAAtAQEABAAAAPABAAAHAAAAIQUBADEADAAiAAcAAAAhBQEALwAMACkABwAAACEFAQBuAAwAMgAHAAAAIQUBACkADAA5AAoAAAAmBg8ACgD/////AQAAAAAABAAAACcB//8DAAAAAAA=) and

take the square root, getting ![](data:image/x-wmf;base64,183GmgAAAAAAADsAEQBgAAAAAABbVwEACQAAA3MBAAADABwAAAAAAAUAAAALAgAAAAAFAAAADAIRADsABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AvT/AAAAAAAAkAEAAAAAAAAAEFBhbGF0aW5vAAUKQdJ87XfbfO130Gfvd3oFCkEAAAoABAAAAC0BAAAHAAAAIQUCACAgEQAAABwAAAD7AvT/AAAAAAAAkAEAAAACAAAAUFN5bWJvbAAAiQUKCtJ87XfbfO130Gfvd4kFCgoAAAoABAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAcwANAAEAHAAAAPsC9P8AAAAAAACQAQAAAAAAAAAQUGFsYXRpbm8ABQpC0nztd9t87XfQZ+93egUKQgAACgAEAAAALQEAAAQAAADwAQEABwAAACEFAQAxAA0AEQAcAAAA+wL0/wAAAAAAAJABAAAAAgAAAFBTeW1ib2wAAIkFCgvSfO1323ztd9Bn73eJBQoLAAAKAAQAAAAtAQEABAAAAPABAAAHAAAAIQUBACsADQAYABwAAAD7AvT/AAAAAAAAkAEAAAAAAAAAEFBhbGF0aW5vAAUKQ9J87XfbfO130Gfvd3oFCkMAAAoABAAAAC0BAAAEAAAA8AEBAAcAAAAhBQEAMQANACEABwAAACEFAQAvAA0AKAAHAAAAIQUBAG4ADQAxAAgAAAD6AgYAAQAAAAAAAAAEAAAALQEBAAUAAAAUAgoACQAFAAAAEwIKAAoACAAAAPoCBgACAAAAAAAAAAQAAAAtAQIABQAAABQCCgALAAUAAAATAg4ADQAEAAAALQEBAAQAAADwAQIABQAAABQCDgANAAUAAAATAgEAEAAFAAAAFAIBABAABQAAABMCAQA4AAoAAAAmBg8ACgD/////AQAAAAAABAAAACcB//8DAAAAAAA=).

In this example, the estimated standard error of prediction is

![](data:image/x-wmf;base64,183GmgAAAAAAAJ0AIABgAAAAAADMVwEACQAAA5sCAAADABwAAAAAAAUAAAALAgAAAAAFAAAADAIgAJ0ABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AvT/AAAAAAAAkAEAAAAAAAAAEFBhbGF0aW5vAAUKENJ87XfbfO130Gfvd4gFChAAAAoABAAAAC0BAAAHAAAAIQUCACAgIAAAAAcAAAAhBQIAMTkUAAEAHAAAAPsC9P8AAAAAAACQAQAAAAIAAABQU3ltYm9sAACKBQoJ0nztd9t87XfQZ+93igUKCQAACgAEAAAALQEBAAQAAADwAQAABwAAACEFAQC0ABQADwAcAAAA+wL0/wAAAAAAAJABAAAAAAAAABBQYWxhdGlubwAFChHSfO1323ztd9Bn73eIBQoRAAAKAAQAAAAtAQAABAAAAPABAQAHAAAAIQUBADEAFAAgABwAAAD7AvT/AAAAAAAAkAEAAAACAAAAUFN5bWJvbAAAigUKCtJ87XfbfO130Gfvd4oFCgoAAAoABAAAAC0BAQAEAAAA8AEAAAcAAAAhBQEAKwAUACgAHAAAAPsC9P8AAAAAAACQAQAAAAAAAAAQUGFsYXRpbm8ABQoS0nztd9t87XfQZ+93iAUKEgAACgAEAAAALQEAAAQAAADwAQEABwAAACEFAQAxAAwANQAHAAAAIQUCADIzHQAyAAgAAAD6AgYAAQAAAAAAAAAEAAAALQEBAAUAAAAUAhAAMQAFAAAAEwIQAD0ABQAAABQCEwAZAAUAAAATAhMAGgAIAAAA+gIGAAIAAAAAAAAABAAAAC0BAgAFAAAAFAITABsABQAAABMCHQAdAAQAAAAtAQEABAAAAPABAgAFAAAAFAIdAB0ABQAAABMCAQAgAAUAAAAUAgEAIAAFAAAAEwIBAD4AHAAAAPsC9P8AAAAAAACQAQAAAAIAAABQU3ltYm9sAACKBQoM0nztd9t87XfQZ+93igUKDAAACgAEAAAALQECAAQAAADwAQAABwAAACEFAQA9ABQAQwAcAAAA+wL0/wAAAAAAAJABAAAAAAAAABBQYWxhdGlubwAFChPSfO1323ztd9Bn73eIBQoTAAAKAAQAAAAtAQAABAAAAPABAgAHAAAAIQUCADE5FABNABwAAAD7AvT/AAAAAAAAkAEAAAACAAAAUFN5bWJvbAAAigUKDdJ87XfbfO130Gfvd4oFCg0AAAoABAAAAC0BAgAEAAAA8AEAAAcAAAAhBQEAtAAUAFsAHAAAAPsC9P8AAAAAAACQAQAAAAAAAAAQUGFsYXRpbm8ABQoU0nztd9t87XfQZ+93iAUKFAAACgAEAAAALQEAAAQAAADwAQIABwAAACEFAQAxABQAZAAHAAAAIQUBAC4AFABpAAcAAAAhBQIAMDIUAG0AHAAAAPsC9P8AAAAAAACQAQAAAAIAAABQU3ltYm9sAACKBQoO0nztd9t87XfQZ+93igUKDgAACgAEAAAALQECAAQAAADwAQAABwAAACEFAQA9ABQAfAAcAAAA+wL0/wAAAAAAAJABAAAAAAAAABBQYWxhdGlubwAFChXSfO1323ztd9Bn73eIBQoVAAAKAAQAAAAtAQAABAAAAPABAgAHAAAAIQUCADE5FACGAAcAAAAhBQEALgAUAJIABwAAACEFAQA0ABQAlgAKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA)

The error involved in ignoring the factor 1/n in the standard error formula is relatively small in this example; the standard error is still 19, rounded to two significant figures. The magnitude of the error depends on the value of n; 1/n is smaller for larger values of n.

Exercise 1: Suppose that data had been collected over longer periods, e.g., 4 years, (n=52), 8 years, (n=104). Assuming that ![](data:image/x-wmf;base64,183GmgAAAAAAAAoADQBgAAAAAAB2VwEACQAAA7IAAAADABwAAAAAAAUAAAALAgAAAAAFAAAADAINAAoABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AvT/AAAAAAAAkAEAAAAAAAAAEFBhbGF0aW5vAAUKD9J87XfbfO130Gfvd4sFCg8AAAoABAAAAC0BAAAHAAAAIQUCACAgDQAAAAgAAAD6AgYAAQAAAAAAAAAEAAAALQEBAAUAAAAUAgEAAgAFAAAAEwIBAAcAHAAAAPsC9v8AAAAAAACQAQAAAAAAAAAQUGFsYXRpbm8ABQpI0nztd9t87XfQZ+93egUKSAAACgAEAAAALQECAAQAAADwAQAABwAAACEFAgBZIAsAAgAKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA) is still 634 and  is still 19, calculate prediction intervals in each of these cases. Comment.

When the anticipated volume is some value X different from ![](data:image/x-wmf;base64,183GmgAAAAAAAAsADgBgAAAAAAB0VwEACQAAA44AAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAIOAAsABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AvT/AAAAAAAAkAEAAAAAAAAAEFBhbGF0aW5vAAUKCNJ87XfbfO130Gfvd44FCggAAAoABAAAAC0BAAAHAAAAIQUCACAgDgAAAAgAAAD6AgYAAQAAAAAAAAAEAAAALQEBAAUAAAAUAgEAAgAFAAAAEwIBAAkABwAAACEFAgBYIAwAAgAKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA), the standard error of prediction has a more complicated formula:

![](data:image/x-wmf;base64,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).

The extra term under the square root sign, ![](data:image/x-wmf;base64,183GmgAAAAAAADwAJgBgAAAAAABrVwEACQAAA7EBAAADABwAAAAAAAUAAAALAgAAAAAFAAAADAImADwABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AvT/AAAAAAAAkAEAAAAAAAAAEFBhbGF0aW5vAAUKB9J87XfbfO130Gfvd5AFCgcAAAoABAAAAC0BAAAHAAAAIQUCACAgJgAAAAcAAAAhBQEAMQAPAAMABwAAACEFAQBuACAAAgAIAAAA+gIGAAEAAAAAAAAABAAAAC0BAQAFAAAAFAITAAIABQAAABMCEwAJAAcAAAAhBQEAWAAPABMAHAAAAPsC9P8AAAAAAACQAQAAAAIAAABQU3ltYm9sAACOBQoN0nztd9t87XfQZ+93jgUKDQAACgAEAAAALQECAAQAAADwAQAABwAAACEFAQAtAA8AHQAFAAAAFAIEACcABQAAABMCBAAuABwAAAD7AvT/AAAAAAAAkAEAAAAAAAAAEFBhbGF0aW5vAAUKCNJ87XfbfO130Gfvd5AFCggAAAoABAAAAC0BAAAEAAAA8AECAAcAAAAhBQIAWCAPACcABwAAACEFAQBTACAAGgAcAAAA+wL5/wAAAAAAAJABAAAAAAAAABBQYWxhdGlubwAFCg7SfO1323ztd9Bn73eOBQoOAAAKAAQAAAAtAQIABAAAAPABAAAHAAAAIQUBAFgAIwAhAAUAAAAUAhMAEgAFAAAAEwITAC8AHAAAAPsC9P8AAAAAAACQAQAAAAIAAABQU3ltYm9sAACQBQoJ0nztd9t87XfQZ+93kAUKCQAACgAEAAAALQEAAAQAAADwAQIABwAAACEFAgDmIA0ADAAHAAAAIQUCAOggIAAMAAcAAAAhBQIA5yAUAAwABwAAACEFAgD2IA8AMAAHAAAAIQUCAPggIAAwAAcAAAAhBQIA9yAVADAAHAAAAPsC+f8AAAAAAACQAQAAAAAAAAAQUGFsYXRpbm8ABQoP0nztd9t87XfQZ+93jgUKDwAACgAEAAAALQECAAQAAADwAQAABwAAACEFAQAyAAYANgAKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA), reflects the fact that prediction is more uncertain when the anticipated volume differs from average; the level of uncertainty increases as X deviates from ![](data:image/x-wmf;base64,183GmgAAAAAAAAsADgBgAAAAAAB0VwEACQAAA44AAAACABwAAAAAAAUAAAALAgAAAAAFAAAADAIOAAsABQAAAAQBDQAAAAUAAAAuARgAAAAFAAAAAgEBAAAABQAAAAkCAAAAAAUAAAABAv///wADAAAAHgAKAAAAJgYPAAoA/////wAAAAAAABwAAAD7AvT/AAAAAAAAkAEAAAAAAAAAEFBhbGF0aW5vAAUKEdJ87XfbfO130Gfvd48FChEAAAoABAAAAC0BAAAHAAAAIQUCACAgDgAAAAgAAAD6AgYAAQAAAAAAAAAEAAAALQEBAAUAAAAUAgEAAgAFAAAAEwIBAAkABwAAACEFAgBYIAwAAgAKAAAAJgYPAAoA/////wEAAAAAAAQAAAAnAf//AwAAAAAA). However, the extra term will be dominated by its first factor of 1/n when n is large, in which case it may be ignored.

In general, therefore, the original simplified standard error of prediction may be used, provided the approximation is reasonable in the context of the problem in hand.

Exercise 2: Use a spreadsheet to calculate the standard error of prediction using the full formula and the simplified formula for each of the X values in the Post Office example. Make a table of the resulting values, the errors (both absolute and per cent) due to the simplification, and the corresponding X values. What are the minimum and maximum errors? What are the corresponding X values? Comment.

Exercise 3: Use a spreadsheet to make a graph which illustrates the formula for prediction error. Enter a range of Volume values in the first column; say 150 to 200 in steps of 1. In successive columns, enter the formulas for simple linear regression, regression + twice the standard error, regression – twice the standard error. Make line graphs of the last three columns against the first. Comment on the result.

1. Recall that standard deviations are not combined by addition, but variances are, in appropriate circumstances. See Statistical Analysis, Chapter 4, footnote 5, page 142. [↑](#footnote-ref-1)