# 一、选题依据

## 1. 背景和研究意义

在片上系统（System-on-Chip，SoC）的发展历程中，异构计算一直是一个重要的课题。片上系统的异构计算是指在一个芯片上集成多个不同类型的处理器和加速器，以实现高效、灵活和优化的计算。这种异构计算架构可以充分发挥各种处理器和加速器的优势，针对不同的计算任务进行分配和协同工作，以提高系统的性能和效能。

在异构计算中，常见的处理器和加速器包括以下几方面：一是中央处理器（CPU），CPU是片上系统中最常见的处理器，负责通用计算任务。它具有较强的单线程性能和复杂的控制逻辑，适用于运行操作系统、控制流程和执行串行任务等。二是图形处理器（GPU），GPU主要用于图形渲染和图像处理任务。它具有高并行计算能力和大规模并行处理单元，适合于同时处理大量数据的并行计算，如图像处理、计算机视觉和科学计算等。三是张量处理器（TPU），TPU是专门用于加速人工智能和机器学习任务的处理器。它具有高度优化的矩阵乘法和向量计算单元，能够高效执行深度神经网络的推断和训练任务。四是数字信号处理器（DSP），DSP主要用于数字信号处理和实时控制任务。它具有高效的乘法和累加运算单元，适合于音频处理、视频编解码和通信信号处理等领域。五是硬件加速器（例如FPGA、ASIC），硬件加速器是定制化的处理器，根据特定的计算需求进行设计和优化。FPGA具有可重构的逻辑和数据通路，适合于快速原型开发和灵活的定制化计算。ASIC是专门设计和定制的应用特定集成电路，具有更高的性能和能效，但开发和生产成本较高。

不同处理器和加速器之间通过高速互联通道进行通信和数据传输。根据具体的计算任务和需求，系统可以动态地分配任务给不同的处理器和加速器，以实现最优的计算效果。其中，集成了FPGA与CPU的SoC可同时具备FPGA的⼤规模并发式处理能⼒以及CPU的通⽤计算能⼒。但其也面临着一些问题，在FPGA程序设计中很难⾼效的使⽤到CPU的计算能⼒造成资源浪费。在需要用到大量浮点数及乘除法运算的步骤中，FPGA上计算元器件数量成为瓶颈。因此，可以通过编写FPGA高效使用CPU计算存储资源的异步接口，来提高对CPU计算资源的利用率。同时，CPU对FPGA方面也存在一定的局限性，如FPGA功能较为固定不够灵活。若采用库函数调用封装的方式，使得CPU对FPGA功能的使用更加多变。

本课题的目标是实现一种基于软硬件的FPGA与CPU通信接口，它在保留了CPU与FPGA通信的优势的前提下，一方面可以提高对CPU计算资源的利用率，节省FPGA资源损耗；另一方面可以增强CPU对FPGA调用的灵活程度，提高计算性能。

## 2. 国内外研究概况

# 二、研究目标和内容

## 1. 研究目标和主要内容

本研究拟分为接口设计和性能测试两部分。首先在zedboard上设计并实现CPU与FPGA的异步调用，并验证其正确性，再将其和现有的异构计算机制进行性能测试，对比分析测试结果。

在接口设计方面在CPU与FPGA之间设计一个透明的互相调用接口。在CPU调用FPGA时，希望对FPGA的调用是一个函数调用的形式，并能够异步执行；在FPGA调用CPU时，希望FPGA以调用子模块的方式调用CPU来完成计算任务，并通过数据交互形式直接获得计算结果。

本研究所实现的软硬件接口需要达到的目标为：可以正常工作并给出期望结果；能够发挥异构计算的性能优势；具有可扩展性并具备可移植性。本研究的对比测试部分需要达到的目标为：设计科学、完善的对比实验并得出可靠结果；分析产生实验结果的原因；分析本研究实现的各个机制对结果的影响。

## 2. 拟解决的关键问题

在使用FPGA进行计算的过程中，对于大规模的数据计算，FPGA实现需要消耗的计算资源量较多，受制于其计算元器件数量。而CPU的计算资源得到的利用较少，产生了计算资源的浪费。通过实现FPGA调用CPU的接口，解决了CPU计算资源利用率较少问题，节省了计算资源。同时，CPU对于FPGA调用的灵活性较低，通过实现CPU调用FPGA的函数式封装，提高了调用的灵活性。

# 三、研究方案

**1. 研究方法**

本项研究在不同阶段采用的研究方法如下：

* + 在调研阶段，采用文献研究法。学习zynq上硬件开发、CPU与FPGA通信、soc异构计算的相关知识。同时，调研现有的异步通信接口的设计方案，从中学习值得借鉴的设计思路。
  + 在设计开发和对比测试阶段，采用实验研究法和定性分析法。设计对比实验，测试本项研究设计的接口和现存几个接口在不同外部条件下的性能。并且，采用定性分析的方式，根据不同接口的实现机制，分析实验结果。

**2. 开发阶段的技术路线**

**3. 实验阶段的实验方案**

**4. 可行性分析**

# 研究计划及进度安排

2023年12月 确定研究选题

2024年1月 进行开题工作

2024年1月~2024年2月 调研，学习相关知识；设计

2024年2月~2024年3月 开发，正确性测试

2024年3月~2024年4月 性能测试，实验

2024年4月 进行中期检查工作

2024年4月~2024年5月 撰写和完善论文

2024年5月 进行论文提交

2024年6月 进行毕业设计答辩

# 五、创新点及预期研究成果

**1. 创新点**

本研究的创新点在于以下三点：

第一，将FPGA对CPU的调用子模块化，减少了FPGA资源的使用及提高对CPU计算资源的利用率。

第二，将CPU对FPGA的调用函数化，便利了CPU对FPGA调用的灵活性。

第三，该研究将以开源库的形式发布，有利于soc异构计算生态。

**2. 预期研究成果**

* 完成研究内容，达成研究目的。
* 完成异步调用开源库的开发。
* 对本研究设计的调度器开展性能测试和对比实验，得出实验结果。

提交开题报告、中期报告、毕业论文等文字成果。