基于图检索增强生成(GraphRAG)技术的

审计定性依据查询系统研究

【摘 要】AIGC技术的迅速发展为内部审计效率和准确性的提升带来了新的机遇。本文针对传统RAG方法构建的审计定性依据查询方案存在的检索内容不完整、信息不够丰富等问题，提出了一种基于图检索增强生成（GraphRAG）技术的审计定性依据查询系统。该系统通过Neo4j图数据库构建审计知识图谱，并结合GraphRAG和LLM进行信息检索和内容生成，实现了基于源引用的查询响应和清晰的依据条款解释。实验结果表明，GraphRAG技术能够显著提高LLM在审计定性依据检索场景的可靠性，提升查询的准确性和完整性。本研究为内部审计工作提供了实践方案，并为推进AIGC技术在审计领域的应用提供了新的思路。

**【关键词】**审计定性依据 图检索增强生成 大语言模型 智能检索系统

一、引言

内部审计在企业管理中扮演着至关重要的角色，它不仅有助于发现和预防风险，还能提高企业的运营效率和合规性。内部审计作为企业内部监督控制的重要抓手，必须时刻提升审计履职能力，适配数字化变革中出现的审计新需求。在网络强国、数字中国、大数据战略等国家政策指导下，中央企业正加快数字化转型，消除“数据孤岛”和“数据烟囱”，开展大数据与人工智能、物联网等技术融合应用。这一变革使信息载体从纸质变为电子文件，数据量剧增，数据关系复杂且标准不一，同时信息安全风险加大，这对内部审计方法和效率提出了新要求和新挑战。

在推动内部审计工作数字化、智能化发展过程中，强化审计定性依据的规范性与适用性，是确保审计监督质量和效果的重要环节。作为审计工作的基本遵循，审计定性依据的科学分类和有效运用是提升审计效率和规范化水平的关键，而正确选择审计定性依据更是内部审计机构有效开展审计工作的基础。审计定性依据通常来源于具有法律效力的国家法律法规、监管规定，以及行业准则和企业内部规章制度等规范性文件（金昌铉等，2023），传统的依据查询主要依赖于人工翻阅资料或基于关键词的文本检索，存在效率低下、结果不准确等问题，难以满足现代内部审计的需求。

为解决这一问题，学术界和业界开始探索将人工智能技术应用于内部审计领域。已有学者对AIGC（Artificial Intelligence Generated Content，AIGC）技术在内部审计工作中的应用价值进行了研究，尤其是在提高审计效率和准确性方面取得了一定进展。其中，基于检索增强生成（Retrieval-Augmented Generation, RAG）技术的方法在审计知识智能检索方面显示出潜力。然而，现有研究主要集中在传统RAG方法的应用，对于复杂审计知识结构和多层次查询需求的处理仍存在局限性。鉴于此，本文对业界现有审计知识智能检索方案进行优化创新，提出通过图检索增强生成（GraphRAG）技术构建的审计定性依据查询系统，以提高审计定性依据查询的便捷性和准确性，帮助审计人员更好地理解审计问题及其定性依据，从而更好地服务于审计监督职能的有效履行。

二、研究概述

（一）业界研究概述

AIGC技术的发展，在内部审计领域掀起了一场人工智能革命。易冰心（2023），刘锦（2024）等人研究了人工智能在内部审计工作中的应用，提出了AIGC技术在辅助编制审计计划、审计数据分析、自动化审计流程、审计知识检索等领域的应用价值，并基于AIGC技术探索了审计知识问答助手的构建和运用。例如，通过AIGC技术自动化数据分析和模式识别，帮助审计人员快速识别潜在的风险和问题；使用大语言模型(Large Language Model, LLM)根据预设的规则和标准自动生成审计报告，对关键信息内容进行辅助校对等。

在AIGC技术企业应用落地方面，目前研究较广泛的领域是利用检索增强生成（Retrieval-Augmented Generation, RAG）技术对企业沉淀数据、领域知识进行智能检索及智能问答。RAG技术由Lewis等人（2021）提出，是一种利用特定和私有数据集回答用户查询的技术，无需对大语言模型进行进一步训练。该技术通过结合向量检索和大语言模型，使系统能够迅速地从海量数据、知识库中提取相关信息，并在此基础上生成连贯且有原始数据支撑的回答。即使利用RAG技术对传统搜索系统进行简单优化，也能使得企业知识的利用效率和问答准确性得到显著提升。

在内部审计领域，部分研究学者通过FastGPT、Chato等AI开发框架对审计知识库智能检索进行了研究和实践（刘锦，2024；陈亚盛等，2024），利用其RAG开发引擎实现了对审计报告、法律法规、审计定性依据等知识问答助手的构建。以审计定性依据库为例，这个过程通常分为3个阶段：首先，将审计定性依据指引条目汇编为审计指南或参考文档，通过对该文档中进行分块（Chunking），将长文本分割成较小的块（Chunk）以适应嵌入模型（Embedding Model）的上下文长度限制；然后，将每个块通过嵌入模型转换为用于检索的嵌入向量（Text Embedding），并在专有向量数据库或支持向量扩展的常规数据库中建立向量索引；最后，在问答阶段，通过检索与查询语句的向量表示最相关的块召回原始文本片段，并将它们作为上下文输入给LLM，以生成对用户查询的回答。

基于长文本分块并进行文本块召回的RAG技术，在智能知识检索方案中以其实现简便、部署灵活和效果显著等优势，在内部审计领域展现出显著的应用潜力。然而，随着审计工作复杂性的提升以及对知识检索精度要求的日益提高，传统的RAG方法在实际应用中逐渐暴露出一些局限性。特别是在审计问题定性过程中，往往需要准确的依据来源以及精确的措辞表达，因此对检索结果的准确度提出了更高的要求。传统的RAG方法在这一方面尚存在差距，难以满足高精度审计定性依据检索的需求。

（二）传统RAG方案的局限性

1. 关联信息分割，导致答案质量下降

为了适应嵌入模型的上下文长度限制，将大量有内部结构层次的问题定性依据条目分割成固定长度的片段可能导致相关内容断开连接，从而产生不完整的答案。例如，一个在开头描述问题、在结尾提供依据条款的问题定性依据条目可能在文本分割过程中被拆分，导致定性依据的关键部分被遗漏。尽管Chunk Overlap（文本块重叠）、Recursive Character Text Splitter（递归字符文本分割器）等技术的应用能够保留更多的文本块上下文信息、保证单句内容的完整性[引用]，但受限于chunk size的大小，传统RAG方法的文本分割模式仍无法避免破坏审计定性依据条目的结构信息，导致召回内容的缺失。

2. 未构建实体关系，难以实现多条查询

像审计定性依据指引这样的参考文档具有固有的信息结构和关联关系，包含诸如“[审计问题C](定性依据是)[文件条款B]”“[文件条款B](属于)[依据文件A]”“[审计内容D](包含)[审计问题C]”等引用，将文档拆分为固定长度文本块的常规文本分块方法未考虑不同实体之间的关联，导致实体关系信息丢失，进而无法应对复杂的多跳查询(Multi-hop Query)。例如，对于“与工程项目应招未招属于同一类审计内容的问题还有哪些？”这样的查询，由于缺乏实体关系的建模，传统RAG方法即使能够从文本块中检索到部分信息，也无法进一步找到与其他相关审计问题的关联，导致检索结果局限于单个文本块的内容，无法有效进行多跳推理。尽管在传统RAG框架下可以通过多轮查询设计、链式推理等方法部分实现多跳查询，但这些方案大幅增加了系统复杂度。每次查询的结果都需要进一步处理和重新检索，且需要明确设计如何在多轮交互中处理上下文和关联关系，进而影响系统的维护、扩展以及查询效率和准确性。

3. 缺乏多路径查询和复杂问题路由能力

传统RAG方案的检索机制通常依赖于单一查询路径的处理模式，即通过用户查询或关键语句直接进行向量化，匹配最相关的信息片段作为LLM上下文。这种模式限制了系统对多样化问题的检索能力，尤其是在面对复杂的用户查询时，传统RAG难以灵活地选择适合的查询路径。例如，审计人员可能会提出不同类型的问题，如“某审计问题的定性依据是什么？”或“某文件针对特定事项有何要求？”，这些问题需要系统根据不同的语义需求选择不同的查询路径。而传统RAG方案缺乏针对复杂问题的路由能力，无法通过多跳查询路径或灵活的函数调用来处理多样化的查询方式，导致其在应对复杂查询时显得力不从心。

三、本文研究方案探讨

（一）GraphRAG技术介绍

由于传统RAG技术原本就是被设计用于在特定文本区域内找到必要答案，其难以从包含共同属性的关联信息片段中挖掘出关联信息，在需要对大型数据集或长文档中的总结性语义概念进行理解的任务表现也不尽如人意。为了解决这些局限性，Hu等人（2024）提出了GraphRAG，它是一个利用外部结构化知识图谱来提升语言模型（LM）的上下文理解能力并生成更丰富响应的技术框架，其目标是从数据库中检索最相关的知识，从而增强下游任务的答案质量。从广义上讲，GraphRAG可以被视为RAG的一个新的分支，它从图数据库中检索相关的关系知识，而不是从文本语料库中检索。GraphRAG方法通过将知识图谱与查询相结合，能够更好地识别和连接相关信息片段，将结构信息作为超越文本本身的额外知识，弥补了传统RAG技术在处理复杂语义关系时的不足，展现出更智能和更强大的综合检索能力。

尽管当前智能知识库问答领域涉及到众多RAG技术研究与探索，但对于如何将GraphRAG这一新技术分支运用到审计知识检索领域未曾被广泛讨论。

（二）Neo4j图数据库介绍

Neo4j是一种高性能的图数据库，采用属性图模型来存储和管理数据。它的核心构建元素包括节点、关系和属性，其中节点代表实体，关系则表示节点之间的连接，属性则是描述节点和关系的键值对。与传统的关系型数据库不同，Neo4j不使用表格结构，而是通过图形结构来表达数据之间的复杂关系，这使得它在处理高度关联的数据时表现出色。就数据检索而言，Neo4j支持Cypher查询语言，能够高效地执行复杂的查询操作，如最短路径搜索和模式匹配，广泛应用于社交网络、推荐系统及知识图谱构建等领域。其图形处理引擎（GPE）确保了数据的快速访问和处理能力，使得Neo4j成为现代数据驱动应用的重要工具。

本文将基于Neo4j图数据库构建审计定性依据知识图谱，结合Langchain框架来构建GraphRAG系统。通过将审计问题描述、文件条款内容、依据文件名称等文本转换为向量数组并存储在Neo4j中，我们能够实现高效的向量索引和相似性检索。在查询过程中，系统将利用大型语言模型的函数调用能力来解析用户查询，并通过Cypher查询语言在Neo4j中执行多跳查询，以获取最相关的审计定性依据信息。最终，系统将结合检索到的结构化数据和用户查询，生成结构化且信息丰富的参考答案。

（三）GraphRAG方案总体思路

为克服传统RAG方案在审计定性依据检索系统中的局限性，本文提出了一种基于GraphRAG技术的改进方案，主要从以下三个方面着手：

1. 结构化知识构建

利用图数据库技术构建审计定性依据指引的知识图谱，将审计问题、文件条款、依据文件等实体及其关系进行结构化存储。这种方法能够保留问题定性依据条目各部分的逻辑连贯性，有效解决关联信息分割的问题，确保提供完整且高质量的回答。

2. 多实体语义嵌入

采用多实体语义向量嵌入方法，对审计问题、文件条款等多个实体的关键属性文本进行向量化处理，显著提升系统对复杂语义概念的捕捉和定位能力。通过结合图数据库的关联节点检索机制，这种方法使得系统能够实现审计问题和依据文件等概念之间多层次、复杂关系的查询。

3. 多路径检索优化

设计多路径召回方案，实现复杂查询问题的高效准确响应。这种方法能够从多个路径检索相关信息，大大降低信息遗漏的可能性。通过LLM函数调用能力来识别查询实体目标，匹配到相应实体的关联节点，有效提高语义理解的准确性。这种优化使系统能够准确解析用户的查询意图，根据问题类型动态选择合适的路径进行查询，提供更加灵活和精准的答案。

（四）关键技术原理阐述

1. 文本块大小的选择

在实施RAG技术时，文本块大小(chunk size)的范围对检索准确度有重要影响。根据Zhang等人(2022)的研究，适当的文本块大小可以显著提高检索的准确性和效率。太大的文本块可能包含过多无关信息，而太小的文本块则可能丢失重要的上下文。因此，在处理审计知识时，需要仔细考虑文本块的划分策略，以平衡信息完整性和检索精度。

2. LLM函数调用及结构化输出

LLM函数调用是GraphRAG方案中连接大语言模型与知识图谱的关键桥梁。它允许我们利用LLM的强大语言理解能力来解析用户查询，并将其转化为对知识图谱的精确操作。通过设计一系列特定功能的函数，如实体识别、关系抽取、查询生成等。当用户提出一个复杂的审计问题时，系统首先调用LLM来理解问题的核心意图，然后通过预定义的函数接口将这种理解转化为结构化的查询指令。

例如，对于“某审计内容涉及哪些法律法规?”这样的问题，LLM可能会调用实体识别函数来定位"审计内容"和"依据文件"这两个关键实体，再调用关系查询函数来寻找属于“法律法规”类型的依据文件。这种方法大大提高了查询的准确性和效率。在得到查询结果后，LLM还能发挥其强大的自然语言生成能力，将图数据库返回的结构化信息转化为流畅、易懂的文本描述。这不仅包括直接的事实陈述，还可能涉及对结果的解释、总结甚至进一步的分析建议。通过这种方式，系统能够为审计人员提供既准确又易于理解的信息支持。

（加图示）

3. 单跳查询和多跳查询

单跳查询(Single-hop Query)和多跳查询(Multi-hop Query)是检索技术中的两个重要概念，它们代表了在数据库中进行查询和推理的不同复杂度。

单跳查询是最基本的查询方式，通常只涉及一个步骤或一次“跳跃”来获取所需信息。例如，直接查询某个实体的特定属性就是一个单跳查询。多跳查询则是一种更复杂的查询方式，需要通过多个步骤或跳跃来获取最终答案。每个跳跃通常涉及从一个实体到另一个实体的连接，这些连接通常是通过关系或属性来实现的。多跳查询能够处理更复杂的问题，需要在多个相关实体之间进行推理。

在审计知识检索中，两种查询方式都有其应用场景：单跳查询可用于快速获取特定审计项目的基本信息，如项目编号、负责人等。而多跳查询能够帮助审计人员更好地理解复杂的审计问题，例如追踪特定审计发现的法规依据，或者分析不同审计发现之间的潜在关联。

四、系统构建与开发

（一）实验环境与工具：

使用Neo4j图数据库、LLM和RAG工具进行实验

图数据库：Neo4j (Commutity Version)

GraphRAG系统构建框架：Langchain （开源）

LLM 1：Qwen/Qwen2.5-32B-Instruct （开源，作为Task Planning Agent执行Function Calling）

LLM 2：THUDM/glm-4-9b-chat （开源，作为Summarizing Agent执行信息总结任务）

嵌入模型(Embedding Model)：Alibaba-NLP/gte-Qwen2.5-32B-instruct （开源）

LLM API后端：One-API （开源）

LLM 推理框架：Xinference （开源）

API设计及前端交互：FastAPI / HTML JS CSS

（二）检索流程设计

1. 图数据构建：定义审计问题、依据文件、文件条款等核心实体及其关系，清洗和结构化处理审计定性依据数据集。通过实体间的映射关系，设计Cypher语句将数据导入Neo4j图数据库，构建审计知识图谱，并建立索引，为后续的向量索引和查询提供支持。

2. 向量索引：将审计问题描述、文件条款内容、依据文件名称、审计重点名称、审计内容名称等属性的文本内容转换为稠密向量表示。此过程通过使用嵌入模型（本文采用Alibaba-NLP/gte-Qwen2-7B-instruct模型）实现，该模型将文本数据映射到高维向量空间。生成的向量随后存储于Neo4j图数据库中。

3. 查询路由：在查询路由阶段，系统利用LLM的函数调用(Function Calling)能力解析用户查询语句意图，以确定所需匹配的目标实体，进而确定查询路径。

4. 查询语句向量化：在确定查询路径后，根据LLM提炼的关键语句，使用与向量索引过程相同的嵌入模型将关键语句转换为稠密向量表示，以确保查询与存储信息处于同一向量空间，从而实现精确的相似性比较。

5. 相似性检索：在Neo4j数据库中，对第3步确定的实体执行向量检索，匹配与关键语句向量最相似的实体属性向量，本文采用向量间的余弦相似度进行计算。通过检索到的最相似的前k个向量确定实体（其中k为预定义的返回结果数），生成实体及其关联实体、关联关系构成的结构化检索数据。

6. 上下文融合：将第5步得到的检索结果与用户查询结合作为上下文，形成LLM的输入。此步骤使得LLM能够访问图数据库中的相关信息，并利用这些信息生成更准确和更具信息量的回应。

7. 回复生成：LLM基于融合后的上下文，结合预设模板，生成结构化且信息丰富的参考回复。

（三）系统构建

1.系统框架

（1）知识图谱数据库：利用Neo4j图数据库构建审计定性依据库的知识图谱，数据包含审计问题、依据文件、文件条款、审计重点、审计内容等5个实体，审计问题与其它4个实体间的关联关系，依据文件和文件条款的关联关系等。构建实体关键信息的语义嵌入向量，并建立索引。

（2）图向量检索服务：通过预先构建的Task Planning Agent，识别用户意图，通过预先设计Cypher查询语句执行对应路径的向量查询，获取余弦相似度最高的k个实体（Top k），并返回上下游关联实体及相应属性数据。

（3）用户查询界面：用户输入任意自然语句，提交查询后，获得检索数据，并通过精心设计的模板提示词，将检索数据作为上下文，与用户查询语句一起提交给Summarizing Agent进行总结回复。

2. 数据来源与预处理

收集企业内部历史审计问题数据，按照业务域、审计内容、问题表现形式、定性依据、定性依据来源、审计意见等梳理数据，进行清洗、去重、信息补充、文件溯源、数据格式化等处理，使用LLM从定性依据中提取文件名称、文号、条款内容，经过人工复核清洗填充后，完成数据准备，形成《审计定性依据指引》数据集。

3. 知识图谱实体及关系识别

对《审计定性依据指引》数据进行拆解，识别数据集中的实体及其属性，实体间关联关系。

图3. 实体及其属性

|  |  |  |  |
| --- | --- | --- | --- |
| 实体 | 属性 | 数据类型 | 示例数据 |
| 审计问题 | 问题定性 | 字符串 | 违规进行重大决策 |
| 问题描述 | 字符串 | 可行性研究在经济性、技术性等方面论证不充分，尽职调查走过场，存在重大疏漏等，导致实际投资效果未达到预期目标 |
| 是否金额类 | 布尔值 | false |
| 问题类别 | 字符串 | 履行重大经济决策 |
| 审计内容 | 字符串 | 重大投资（融资）项目 |
| 审计意见 | 字符串 | 严格执行“三重一大”集体决策程序规定，落实重大经济事项可行性研究论证程序，进行风险评估和合法合规性审查，确保决策合法合规。 |
| [问题描述]向量 | 数组 | [-0.029405003,0.0015058697,0.009459399,0.006633437,0.0021966973,0.007366527,0.0047365995,-0.016367959,-0.0048824917,-0.039434113,0.008279605,0.01467344… Show all] |
| 依据文件 | 文件名称 | 字符串 | 关于进一步推进国有企业贯彻落实“三重一大”决策制度的意见 |
| 文号 | 字符串 | 文号: 中办发〔2010〕17号 |
| 生效日期 | 日期型 | 20100715 |
| 发布机构 | 字符串 | 中共中央办公厅 |
| 文件类别 | 字符串 | 政策文件 |
| 文件链接 | 字符串 | [https://www.gov.cn/jrzg/2010-07/15/content\_1655395.htm](https://www.gov.cn/jrzg/2010-07/15/content_1655395.htm" \o "https://www.gov.cn/jrzg/2010-07/15/content_1655395.htm) |
| 文件条款 | 文件名称 | 字符串 | 文件名称: 关于进一步推进国有企业贯彻落实“三重一大”决策制度的意见 |
| 条款内容 | 字符串 | （七）“三重一大”事项提交会议集体决策前应当认真调查研究，经过必要的研究论证程序，充分吸收各方面意见。重大投资和工程建设项目，应当事先充分听取有关专家的意见。重要人事任免，应当事先征求国有企业和履行国有资产出资人职责机构的纪检监察机构的意见。…… |
| [条款内容]向量 | 数组 | [-0.017118981,-0.008738745,-0.0015949388,0.027031474,-0.0150722815,-0.011608815,0.015934316,-0.009181158,-0.01136993,-0.009512999,0.00886081,0.01260081… Show all] |
| 审计重点 | 名称 | 字符串 | 履行重大经济决策 |
| 审计内容 | 描述 | 字符串 | 重大投资（融资）项目 |

图4. 实体间关联关系

|  |  |  |
| --- | --- | --- |
| 实体A | 关联关系 | 实体B |
| 审计问题 | 定性依据 | 文件条款 |
| 文件条款 | 属于 | 依据文件 |
| 审计内容 | 包含 | 审计问题 |
| 审计重点 | 包含 | 审计内容 |
| 审计重点 | 包含 | 审计问题 |

4. 图数据导入

在识别了数据集中的实体关系三元组后，设计Cypher查询语句，读取csv数据文件，将处理好的数据导入到Neo4j数据库中。

原始CSV数据字段：

{

问题编号: string;

审计重点: string;

审计内容: string;

问题定性: string;

是否金额类: string(boolean);

条款列表: string[{}...]; // 注释：包含一条或多条定性依据数据

审计意见: string;

}

向图数据库导入数据的Cyphery语句设计：

MERGE (p:审计问题 {问题定性:row.问题定性, 问题描述:row.问题描述})

SET p.问题编号 = row.问题编号,

p.问题类别 = row.审计重点,

p.审计内容 = row.审计内容,

p.审计意见 = row.审计意见,

p.是否金额类 = CASE row.是否金额类

WHEN 'true' THEN true

WHEN 'false' THEN false

ELSE null

END

WITH p, row, apoc.convert.fromJsonList(row.文件条款) AS 条款列表

UNWIND 条款列表 AS 条款详情

MERGE (f:文件 {文件名称: 条款详情.title, 文号: 条款详情.document\_number})

SET f.生效日期 = 条款详情.effective\_date,

f.发布机构 = 条款详情.publisher,

f.文件类别 = 条款详情.type,

f.文件链接 = 条款详情.file\_url

MERGE (r:文件条款 {条款内容: 条款详情.clause})

SET r.文件名称 = 条款详情.title

MERGE (r)-[:属于]->(f)

MERGE (p)-[:定性依据]->(r)

MERGE (c:审计内容 {id:row.审计内容})

MERGE (c)-[:包含]->(p)

MERGE (k:审计重点 {id:row.审计重点})

MERGE (k)-[:包含]->(c)

MERGE (k)-[:包含]->(p)

5. 审计问题向量索引构建

首先在Neo4j[审计定性依据]图数据库中为审计问题实体创建向量索引（通过增加一个problemEmbedding属性），调用嵌入模型将每个审计问题的问题描述转换为文本嵌入向量，然后将这些文本嵌入向量写入到审计问题对应的problemEmbedding属性中。

6. 查询逻辑设计

在审计问题依据查询系统的设计中，首先通过自然语言处理将用户输入的审计问题转换为向量形式，然后在知识图谱中检索与之最相似的问题及其关联信息。接着，将检索到的参考数据作为上下文，与原始查询一起提交给大型语言模型（LLM）以生成答复。最后，系统根据LLM的响应提供给用户精确、内容丰富的查询结果，包括问题定性、描述、依据条款、所属文件以及后续审计工作程序等建议。详细步骤如下：

步骤 1. 审计人员用自然语言描述审计问题或线索疑点，系统通过embedding model对用户查询语句进行向量化，转换为文本嵌入向量，例如：

QuerySentence = “工程项目应招未招应该如何判定？”

经过向量化之后的生成的文本嵌入向量：

QuerySentenceVector = [0.004287188, -0.003524557, -0.0030855776, 0.02104941, 0.0048622238,……]

步骤 2. 将QuerySentenceVector与Neo4j数据库中的所有审计问题嵌入向量(ProblemEmbedding)进行向量匹配，通过余弦相似度方法评估2个向量的相似度（VectorSimilarity），匹配到向量相似度排序最高的3个审计问题的嵌入向量，进而获取到这3个审计问题。每个匹配到的审计问题及其属性、依据条款及所属依据文件等关联信息作为1组参考数据条目，共得到3组参考数据条目，将他们按照Cosine Similarity排序，组合成[参考数据集]，示例数据如下：

[

{

"VectorSimilarity": 0.9431,

"审计问题": "……",

"依据条款": "……",

……

},

{

"VectorSimilarity": 0.9152,

"审计问题": "……",

"依据条款": "……",

……

},

{

"VectorSimilarity": 0.8874,

"审计问题": "……",

"依据条款": "……",

……

}

]

步骤3. 将[参考数据集]分别作为上下文融入LLM系统提示词(System Prompt)，与用户查询语句一同提交给LLM进行答复：

[

{

"role": "system",

"content": "请根据[参考数据集]内容，选择与用户查询问题**最相关**的一条数据作为信息来源进行回答。以下是一段回复模板：\n\n### 一、问题定性：\n\n### 二、问题描述：……\n### 六、分析程序：\n\n(其中第六条是后续审计工作程序的建议，如查阅资料、访谈人员、数据分析等)"

},

{

"role": "user",

"content": "工程项目应招未招应该如何判定？"

}

]

步骤4. 获取LLM响应，得到查询结果。

通过上述步骤，即可完成系统设计，使其成为一套高效、精确、内容丰富的审计定性依据查询系统。

7. 前端交互界面设计

使用HTML、JavaScript及CSS代码设计一个简洁的查询页面，包含页面标题、用户文本输入框、展示区域及按钮点击事件等元素，页面能够支持用户以自然语言描述审计问题，获取最匹配的5个审计定性依据信息。

五、查询验证与结果讨论

本文设计了2种任务来验证GraphRAG系统的效果，以评估其在不同场景下的信息检索能力和回答质量。这2种任务分别为单跳查询和多跳查询。在单跳查询任务中，通过生成语义相近的问题，对比GraphRAG方案和基于FastGPT的传统RAG方案的查询效果，重点考察两者在内容匹配性、回复完整性和答案逻辑性上的表现。在多跳查询任务中，GraphRAG系统被用于检索与给定问题同类的其他审计问题，以验证其在多跳查询上的检索能力和结果准确性。这些验证任务旨在全面评估GraphRAG系统在审计知识库问答系统构建中的优势和适用性。

（一）单跳查询

1. 查询验证方案

随机抽取知识库中已收录工程项目管理、招标采购、财务管理等5个审计业务域下各2个审计问题，根据其问题描述利用LLM生成语义相近的查询问题，分别通过本文所设计的GraphRAG方案和基于FastGPT的Beseline RAG方案进行回答，验证并对比2种方案的查询效果。

为了确保实验可比性，2种方案采用相同的词向量嵌入模型（Alibaba-NLP/gte-Qwen2.5-32B-instruct）和总结回复模型（THUDM/glm-4-9b-chat）；GraphRAG方案仅采用Top K=1情况下回复的单个内容，抽取问题列表如下：

图4. 抽取的10个查询问题列表（单跳问题）

|  |  |
| --- | --- |
| 审计业务 | 查询语句 |
| 工程项目管理 | 1. 未按项目批准范围及内容实施，例如超规模或超预算建设，应该如何处理？ |
| 2. 工程监理单位转包所其承包的监理业务应该如何判定？ |
| 招标采购 | 1. 招标过程中存在串通投标的定性依据是什么？ |
| 2. 单一来源采购计价标准缺乏依据，如何处理？ |
| 财务管理 | 1. 提前确认收入应该如何定性？ |
| 2. 违规对外提供担保的定性依据是什么？ |
| 投资管理 | 1. 投资项目未进行充分尽职调查应该如何处理？ |
| 2. 持续亏损或低效的参股股权项目未及时处置，如何定性？ |
| 资金金融管理 | 1. 未按规定处理经营性结余资金的定性依据是什么？ |
| 2. 未经审批开展金融衍生业务的定性依据是什么？ |

2. 效果评估

（1）评估方案

本文选择阿里巴巴开源的Qwen/Qwen2.5-32B-Instruct作为知识检索评估模型，用于评估2种方案的查询效果。

首先，通过2种方案分别回答上述10个问题；然后，将【①用户提问②《审计定性依据指引》原始数据条目③2种方案分别提供的答案】一同提交给LLM，让其从2种方案响应结果的内容匹配性、回复完整性、答案逻辑性3个维度进行评分（单个维度满分为10分），并计算平均得分。

（2）评估结果

|  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 审计业务 | 查询  语句 | 效果评估 | | | | | | | |
| 传统RAG方案（基于FastGPT） | | | | GraphRAG方案 (本文所涉及） | | | |
| 匹配性 | 完整性 | 逻辑性 | 综合得分 | 匹配性 | 完整性 | 逻辑性 | 综合得分 |
| 工程项目管理 | 1 | 4 | 6 | 8 | 6.00 | 9 | 10 | 7 | 8.67 |
| 2 | 4 | 5 | 7 | 5.33 | 9 | 6 | 8 | 7.67 |
| 招标采购 | 1 | 5 | 4 | 9 | 6.00 | 8 | 9 | 9 | 8.67 |
| 2 | 6 | 7 | 8 | 7.00 | 9 | 10 | 8 | 9.00 |
| 财务管理 | 1 | 5 | 6 | 7 | 6.00 | 9 | 8 | 8 | 8.33 |
| 2 | 4 | 7 | 9 | 6.67 | 9 | 10 | 10 | 9.67 |
| 投资管理 | 1 | 7 | 6 | 8 | 7.00 | 8 | 8 | 8 | 8.00 |
| 2 | 5 | 5 | 7 | 5.67 | 10 | 10 | 7 | 9.00 |
| 资金金融管理 | 1 | 7 | 6 | 9 | 7.33 | 9 | 8 | 8 | 8.33 |
| 2 | 6 | 4 | 8 | 6.00 | 9 | 9 | 7 | 8.33 |
| 平均得分 | / | 5.30 | 5.60 | 8.00 | 6.30 | 8.90 | 8.80 | 8.00 | 8.57 |

评估结果表明，GraghRAG方案在处理相同用户查询时，相较于Baseline RAG方案，在内容匹配性、回复完整性和答案逻辑性方面均表现出显著优势，显示出其在信息检索和生成任务中的优越性，对后续构建包括问题定性依据查询在内的审计知识库问答系统具有重要参考价值。

（二）多跳查询

随机抽取《审计定性依据指引》内已收录工程项目管理、招标采购、财务管理等5个审计业务域下各2个审计问题，根据其问题描述利用LLM生成语义相近的查询问题，验证查询效果。

图5. 抽取的10个查询问题列表（多跳问题）

|  |  |
| --- | --- |
| 审计业务 | 查询语句 |
| 工程项目管理 | 1. 未按项目批准范围及内容实施，例如超规模或超预算建设，与其关联的问题有哪些？ |
| 2. 与工程监理单位转包所其承包的监理业务类似的问题有什么？ |
| 招标采购 | 1. 请帮我查询与招标过程中串通投标相关的问题。 |
| 2. 单一来源采购计价标准缺乏依据，有其他类似问题参考吗？ |
| 财务管理 | 1. 提前确认收入相关的问题表现形式有哪些？ |
| 2. 与违规对外提供担保关联的问题有哪些？ |
| 投资管理 | 1. 投资项目未进行充分尽职调查，存在哪几种情况？ |
| 2. 持续亏损或低效的参股股权项目未及时处置，请提供更多类似问题。 |
| 资金金融管理 | 1. 未按规定处理经营性结余资金有哪些关联问题？ |
| 2. 未经审批开展金融衍生业务。请提供与上述问题属于同类审计内容的其他问题。 |

查询验证方案：

由于基于FastGPT的Baseline RAG问答系统并不具备多跳查询能力，此处仅评估本文所设计的GraphRAG方案对于多跳问题的检索回答效果。

首先，让GraphRAG系统分别回答上述10个问题；然后，通过《审计定性依据指引》筛选上述问题所属审计内容下的所有问题清单，与回复结果进行逐一校对，验证其完整性和准确性。

实验结果显示，10个问题查询中，有9个完整召回了其所属审计内容下其他关联问题。未成功完成召回任务的1个问题查询是由于其查询语句匹配到的最大向量相似度的问题条目与其并不属于同一审计内容，通过调整查询语句或选择不同的嵌入模型，可以改善其匹配精确度。该结果验证了GraphRAG方案对于多跳查询问题的回答具有较高的可靠性。

六、总结与展望

本文提出了基于GraphRAG技术的审计定性依据查询系统，并通过实验验证了其有效性以及相对于传统RAG技术的优势。GraphRAG技术能够显著提高审计问题依据查询的效率和准确性，为内部审计工作提供有力支持。

（一）主要贡献

1. 提升查询效率和准确性：GraphRAG技术通过构建审计知识图谱，利用图结构的知识表示和大语言模型的优势，显著提高了审计定性依据查询的准确性和效率。相较于传统的关键词检索和传统RAG方法，GraphRAG能够更全面地捕捉文本中实体间的关联关系，从而提供更完整和高质量的查询结果。

2. 提高复杂查询能力：通过多实体语义向量嵌入及多路径召回，GraphRAG能够高效准确地响应复杂查询问题，为审计人员提供了丰富的延伸性信息参考。这不仅提高了审计查证过程的便利性，还有助于实现审计工作的系统化、全局化和微观化。

3. 结构化数据构建方法：本文提出了基于知识图谱的审计定性依据数据的结构化构建方法，保留了问题定性依据条目各部分的逻辑连贯性，确保了查询结果的完整性和质量。然而，这对数据质量要求较高，依赖于高质量的审计问题数据和知识图谱构建，数据质量的不足可能导致查询结果的准确性下降。

（二）未来研究方向

1. 优化GraphRAG查询路径和召回排序

通过优化GraphRAG的查询路径和召回排序机制，实现更加精准和可靠的信息检索。具体而言，可以通过将现有的关键语句向量查询拆分为多个关键词向量查询，以召回更多相关的数据源。通过将长语句分解为更精细化的关键词组合，并将其映射到图谱中对应的节点上，可以实现更加精准且全面的数据召回。此外，利用先进的重排序（Rerank）模型对初步召回的结果进行进一步筛选和排序，可以显著提升最终回复的匹配性和相关性。

2. 自动化知识图谱数据处理流程

现阶段审计定性依据数据准备仍依赖于审计人员人工收集和整理，数据专家进行数据清洗、知识图谱构建。为了提高系统的构建效率和可扩展性，未来可以进一步研究如何利用LLM实现审计知识数据的自动化处理和知识图谱的自动构建。例如，可以利用LLM对非结构化文本数据进行自动分类、关键信息提取和结构化转换，自动识别和纠正数据错误、异常值和不一致性，根据数据结构和关系信息自动生成图查询语句从而实现自动化的图数据写入等。

3. 探索非结构化知识的GraphRAG方案

本文提出的GraphRAG方案对于结构化审计知识数据具有较强的适配性，通过简易的数据准备、实体及关联关系辨认、召回路径设计便能得到优质的检索效果。然而，很多其他审计知识检索场景中的数据是完全非结构化的，例如审计报告、访谈记录、工作总结等。因此，未来可以重点探索如何有效构建和应用针对非结构化文本数据的GraphRAG方案。例如，使用LLM从非结构化文本中进行命名实体识别、关系抽取和事件抽取来构建知识图谱，从而实现更多复杂和多样性数据类型的处理，进一步扩展其应用场景和实用性。
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