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* **Briefly describe the artifact. What is it? When was it created?**

The artifact chosen for this enhancement is the binary search tree (BST) assignment from CS-300 Data Structures and Algorithms. The original intent of this code was to showcase the use of a BST in storing, sorting, searching, displaying, and deleting data that was imported from a CSV file. It was one of a series of similar assignments that accomplished the same task but with different data structures so we could learn firsthand how they function and differ from one another.

* **Justify the inclusion of the artifact in your ePortfolio. Why did you select this item? What specific components of the artifact showcase your skills and abilities in algorithms and data structure? How was the artifact improved?**

I chose this artifact for this enhancement due to some discoveries I made while researching data structures and algorithms. I was aware that more advanced data structures existed but I didn’t know much about them, so I had assumed that BST offered what they did with minimal downsides. I quickly discovered that standard BSTs are not guaranteed to have a time complexity of O(log n) because they have no mechanism for enforcing balance to the tree. In fact, in a BST that has no balance (i.e., all nodes share the same parity in regard to their left verse right child status), operations approach a time complexity of O(n) (GeeksforGeeks, 2025). I further learned that BST data structures that enforce self-balancing retain a guaranteed time complexity of O(log n). Based on this, I became interested exploring one of these.

Using this artifact seemed like the obvious choice since it is originally built with a standard BST and improving it with a self-balancing BST would provide me the opportunity to learn how these work while seeing firsthand how they improve upon a non-self-balancing BST. I settled on implementing a Red Black Tree (RBT) over other self-balancing BSTs (i.e., AVL Trees or Splay Trees) because RBTs are best for situations in which insertion speed is needed more than search speed (GeeksforGeeks, 2023). Since this artifact does more insertions than searches, an RBT was chosen as the best option.

The main improvements for this artifact are the inclusion of an RBT as the data structure used while also building it in a way that the BST that was built for enhancement one didn’t break. This was done through separate classes (BST vs RBT) while also modifying the Node class to work with either data structure. In addition to this, I further improved the unit testing to test the new RBT.

The skill I have shown with this enhancement is my ability to select and apply advanced algorithms and data structures to a problem when necessary. The thought process for choosing an RBT over another self-balancing BST shows that I can critically think about the best solution for the task at hand and my coding of the RBT shows that I am able to implement that solution.

* **Did you meet the course outcomes you planned to meet with this enhancement in Module One? Do you have any updates to your outcome-coverage plans?**

I planned to apply outcomes 1 and 3 with this enhancement. Like enhancement one, I have made significant progress toward outcome 1 with this enhancement through my inclusion of well written comments and docstrings, though I do not wish to consider it completed until finishing enhancement three since I have also applied outcome 1 to that as well. I have successfully completed outcome 3 with this enhancement though my implementation of an RBT as the data structure for this artifact.

* **Reflect on the process of enhancing and modifying the artifact. What did you learn as you were creating it and improving it? What challenges did you face?**

I learned two major things about advanced data structures and algorithms with this enhancement. First is how much more complex they are than the ones we learned in CS-300 Algorithms and Data Structures. I assumed RBTs to be more complex than standard BSTs, but I didn’t realize by how much until I researched them and began to code one. I ran into a few difficulties while coding this RBT which caused it to not work correctly at first. My issue was that I assumed that leaves on an RBT function the same way that they do in a BST, that is that a BSTs leaves are the end of a BST, and their left and right children are null pointers. I originally built the RBT the same without realizing that their leaves have left and right children that are not null pointers but are in fact nodes that have a null key. This seemed like a very minor distinction until my code ran into issues with finding some nodes’ sibling and uncle nodes. In my first iteration, these didn’t always exist, so my code failed. Once I realized this and fixed the issue, the code worked as intended.

The second major thing I learned is how much of an improvement an RBT is over a standard BST. While testing my code, I used two separate data sets for loading information into the data structures. Both had identical information, but one was randomly sorted while the other was sorted by key. With a BST, the randomly sorted data was inserted into the tree quickly (approximately 0.9 seconds) while the sorted data set took significantly longer (about 13.5 seconds). Using the same data sets on an RBT resulted in a load time of about 0.9 seconds for either sorting method. Enforcing balancing to a tree has a significant improvement to its functionality.
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