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# Context and Problem Definition

With the recent widespread availability of multi-core processors, there has been an increasing demand for software that can make full use of the hardware that it’s running on. To meet the demand, multiple tools have been created to help programmers design and implement parallel code. Unfortunately, there is a large number of existing programs that were not designed to work in a parallel environement. These programs are generally difficult to parallelize due to their size and complexity.

The following sections briefly describe the current state of the techniques and tools used to parallelize a program and the various problems associated with them. Since the project proposition, the section 1.3 was modified to include a discussion of the two major approaches that can be used to implement a speculative multithreading system.

## Manual Parallelization

The first method is to do the parallelisation by hand. This involves the following steps:

1. Finding a section of code that is inherently parallelizable and involves a bottleneck.
2. Split the section of code into separate tasks that can be executed in parallel.
3. Use the primitives provided by the current platform to run the tasks in parallel.
4. Synchronize the communications between the different threads running these tasks.

Each of these steps can be difficult to implement correctly. For example, a bottleneck that is inherently not parallelizable will usually contain a lot of dependencies in its computation. In order to parallelize this bottleneck and keep its computation coherent, a large amount of synchronization would need to be introduced. This would negate most, if not all, of the benefits of the parallelization. Since it's not always obvious if the bottleneck is inherently parallelizable, a programmer could waste a lot of his time. The extra complexity could also introduce defects in the programs which can be difficult to detect and correct. Tools like *OpenMP[[1]](#footnote-1)* have been created to alleviate some of these problems. Nevertheless, they still require a considerable amount of human intervention because they can't solve all the steps involved in parallelizing a program.

## Automatic Parallelization

Because of all the difficulties associated with manual parallelization, another type of tool has been developed with the aim of automatically finding and parallelizing bottlenecks. These are usually part of a compiler and are implemented as optimization passes [[1](#01)]. During the compilation process most of the developer's intent is lost which forces the optimisation process to be conservative in nature to keep the program coherent. By being conservative, the process could miss some good parallelization opportunities.

## Speculative Multithreading

To solve the problems associated with a purely compiler based parallelisation scheme, another type of tool called speculative multithreading has been developed. It uses a runtime component as well as a compiler component to solve the problems described in the previous sections. Unfortunately, this approach is still an academic concept that doesn't have any robust implementation usable in the real world. To date, most of the research papers also concentrate on specialised hardware assisted schemes which are not usable on commodity hardware [[2](#SPMT04)] [[3](#SPMT03)].

There are currently two major approaches that can be used to implement a speculative multithreading system. The first approach is to parallelize the iterations of loops. Loops are natural bottlenecks in programs and can be naturally divided into separate tasks making this approach the easiest to implement. The second approach is called function based speculation using return value prediction [[4](#HuS03)]. The general concept is to delegate function calls to a new thread that is executed in parallel while the main thread continues executing after predicting the return value of the function. This approach is more difficult to implement because of the extra complexity required to instrument the code.

# Goals of the Project

The overall goal of this project is to provide a robust foundation for a speculative multithreading system which doesn't rely on any specialised hardware. The project will require the development a runtime component as well as a compiler component. These components will be used to automatically parallelize a program with minimal user intervention. Since it's not feasible to develop the full system during the 15 weeks allocated, this project instead focuses on building the key components. These key components will act both as a proof of concept and a solid foundation to construct the more advanced features.

The goal of the runtime component will be to run a *for*-loop in parallel while keeping its computation coherent. The coherence of the computation will be achieved by tracking every reads and writes made to the dependencies identified by the compiler component.

The runtime component will also have to achieve a speed up[[2]](#footnote-2) of at least 2 using a machine with 8 physical processors. Since the project proposition, our target has been lowered from a speed up of 4 to a speed up of 2. This reduction is due to the development of the runtime component that took more effort than originally estimated. We decided that it was necessary to cut the time spent on profiling and optimization in order to start working on the compiler component as soon as possible.

The runtime component should be generic and work with any types of programs. This means that it can't assume anything about the layout of the data it is tracking or rely on special hardware support. The runtime component can only take advantage of these special scenarios if instructed by the compiler component.

The compiler component should be able to analyse a *for*-loop, detect any relevant dependencies and instrument them with the required calls to the runtime component. To achieve within the allocated 15 weeks for the project, the component will only work on simplified *for*-loops whose body will also be kept simple.

The compiler component should also be able to instrument a target program with little or no user intervention. The use of user added pragma directives to guide the compiler component has been removed because of the unforeseen delays related to the development of the runtime component.

By the end of the 15th week, the system should be capable of automatically parallelizing a sample program. The project recommendation will indicate whether a speculative multithreading is a viable parallelization scheme in a real world scenario.

In summary, the goals for the runtime components are:

* To run a *for*-loop in parallel while keeping its computation coherent.
* Achieve a speed up of at least 2 using a machine with 8 physical processors.
* Create a generic component that works with any types of programs.

And the goals for the compiler components are:

* The ability to analyse a *for*-loop, detect any relevant dependencies and instrument them with the required calls to the runtime component.
* To process the target program with little or no user intervention.

# Methodology

This section describes the development methodology that will be used during the course of the project. The project is separated into three different processes: the documentation process, the development of the runtime component and the development of the compiler component. The development of the compiler component can only start once all the requirements for the runtime components have been met. The documentation process will be done in parallel with the development activities.

All development and documentation activities will be versioned using *git[[3]](#footnote-3)* as the versioning software and *github[[4]](#footnote-4)* as the remote repository. All the source code and the documents produced during this project will be open sourced under the *FreeBSD*[[5]](#footnote-5) license.

The development of the runtime component will focus on its performance. This focus should be reflected in the conception of the architecture which is documented in the *Architecture* document. Caches and shortcuts should be introduced to keep the load and store operations as small as possible. The synchronisation schemes should also be implemented as lock-free algorithms where possible to avoid concurrency bottlenecks. The entire source code for this component will follow the *C99* [[5](#Ste02)] standard with the exception of the public headers which will follow the *Clean C* [[5](#Ste02)] standard. For every module that is developed, a series of sequential and parallel tests will be created to ensure that the program works as expected and that there are no major synchronisation issues. The testing procedure will be codified in the *Test and performance* document.

To achieve the performance goals, the component should be tested on hardware that matches the requirements. A series of programs will be created to test the performances of the runtime component under different circumstances. These test programs will also be used to calculate the speed up achieved by the parallelisation. A strict performance timing methodology will be established to ensure that the results are correct and consistent. This methodology will be documented in the *Test and performance* document. Before doing any optimization, a bottleneck should first be identified using the profiling tool *gprof*.

The development of the compiler component will require an initial research phase to learn the available tools provided by *LLVM[[6]](#footnote-6)* and *clang[[7]](#footnote-7)*. The architecture which will be documented in the *Architecture* document, should aim to reuse the tools provided by *LLVM* and *clang* as much as possible. The implementation of any additional algorithms will be integrated as much as possible within the *LLVM* and *clang* architecture. The entire source code for this component will follow the conventions defined by the *LLVM* and *clang* project. For every module that is developed, a series of tests will be created to ensure that the program works as expected. The testing procedure will be documented in the *Test and performance* document.

The documentation process will start by the creation of a *Vision* document which will guide future developments once this project is finished. The *Architecture* document will be progressively constructed every time a component is completed. It will describe not only the current implementation but also how future features will be added. Finally the *Algorithms and proofs* documents will be progressively constructed to reflect the development activities of the current iteration.

# Progress Report and Recomendations

## Progress Report

This section will describe the work that has been completed since the project proposal was completed.

Currently the source code for the runtime component is complete and its functionalities have been thoroughly tested. The tests were conducted using sequential unit tests that were created for every compilation unit of the program. The runtime component was also tested using some very simple use cases that were run in parallel several million times to ensure that no major concurrency problems remain. Due to unexpected difficulties, the performance tests have not yet been conducted. Because of these delays, we are not able to determine whether our goals for this component have been met or not. The code and the tests for this component are available on Github[[8]](#footnote-8) and can be built on a Linux based system as long as the *check[[9]](#footnote-9)* library is present.

An initial draft of *Vision* document has been produced which contains the definition of the problem being addressed by our project. Work has also started on defining the architecture of the system in the *Architecture* document. Currently, the document contains a high level view of the components of the system and a more detailed look at the runtime component. Both documents are available as an annexe of this document.

Finally, some preliminary research on data-flow analysis algorithm has been conducted for the compiler. These algorithms will play a key part in analysing *for*-loops and detecting dependencies.

## Recommendations

This section will present what remains to be completed on our project.

Despite the delays, work on the compiler component is almost complete with only the performance tests that were delayed by a week. Since optimization opportunities were identified during development, the process of profiling and testing should not take more than a single iteration to complete. If no major problems are encountered during the performance tests, we recommend that the development of the compiler component should start right away. The delay will not have a large impact because our requirements for the compiler component have already been adjusted.

It is possible that the runtime component is unable to produce a reasonable speed up. In this case we recommend changing our approach for the runtime component. The new approach will use another speculative scheme which parallelizes function calls using return value prediction. It is possible that this scheme could allow the project to achieve its performance goals and a significant amount of our existing code could be reused to implement this scheme. A significant amount of research material on this subject has already been gathered during our initial research phase. Nevertheless, because of the additional effort required to develop this new scheme there would no longer be enough time left to develop the compiler component. It would have to be postponed to another phase of development.

# Deliverables and Planification

## Artefacts description

| **Artefacts** | **Description** |
| --- | --- |
| Vision | Description of the problem and the needs being fulfilled. |
| Architecture | Description of the system modules and their interaction. |
| Test and performance | Description of the testing methodology and the presentation of the performance results. |
| Algorithms and proofs | Description of the testing methodology and the presentation of the performance results. |
| Source Code | Source code for both the runtime kernel and the code injection modules. |

Since the project proposition, the *SRS* document has been removed from the planned artefacts. It added very little value and requires extensive efforts to keep it up to date. There was also content that overlapped with the *Algorithms and proofs* document. Therefore Some extra effort was also allocated to the *Vision* and the *Architecture* documents to fill in any missing gaps.

## Planning

The full breakdown and planning for the project is described in Annexe A.

Since the project proposition, the planning was modified to show the task breakdown per iteration. The development schedule was also adjusted to take into account the extra iteration that was required to finalize the runtime component. This removed an iteration from the compiler component schedule which was mitigated by removing the development of the user added pragma directives. For the documenting process, the removal of the SRS document allowed for more effort to be allocated to the *Vision*, *Architecture* and *Algorithms and proofs* documents.

# Risks

This section describes the various risks associated with the project along with a short analysis for each. The risks are split into general risks and risks specific to the current project.

|  |  |  |  |
| --- | --- | --- | --- |
| **General risks** | **Impact** | **Probability** | **Mitigation / attenuation** |
| Project objectives | Low | Low | Use a vision document to clearly define the objectives. |
| Project size | Medium | Medium | Break the implementation in short 1 week iteration with plenty of testing. |
| Testability | High | Medium | Allocate extra time to isolate and test difficult and critical areas. |
| Performance factors | High | High | Allocate an iteration for performance testing and optimization. |
| Maturity of Technology | Medium | High | Locate and read research papers available on the subject. |

|  |  |  |  |
| --- | --- | --- | --- |
| **Specific risks** | **Impact** | **Probability** | **Mitigation / attenuation** |
| Difficult to adapt LLVM's data-flow analysis algorithms for our needs. | Medium | Medium | Research data-flow analysis and compiler optimizations algorithms so we can implement any missing pieces. |
| Complex and error prone lock-free algorithms. | Medium | Low | Fallback to simpler synchronisation scheme. This could negatively affect performances. |
| Portability issues between different OSs and processor architecture. | Low | Medium | Segregate any potential portability issues and test on multiple platforms. |
| Inexperience with the *LLVM* compiler and the *clang* frontend. | High | High | Allocate time to locate and read available documentation. |
| *For*-loop speculation doesn't provide a sufficient speed up. | High | High | Prepare research material on the *function based speculation using return value prediction* scheme. Consider dropping the compiler component from the project scope. |

Since the project proposition, the definitions of several risks were refined so that they better represent the project. The risk related to hardware constraint was removed because the school is providing this project with hardware that meets our performance test requirements. A new mitigation scenario was also added to address potential problems related to the performance tests. The probability related to the implementation of lock-free algorithms has also been lowered since they have already been implemented and no major problems have been encountered. No other major modifications have been made to this section since the project is still too early in its development to invalidate or confirm any other risks.
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# Annexe A: Revised Work Plan

The **start** and **end** column represents the range of weeks inclusively that each task will be accomplished in.

The **effort** column represents a rough estimate of the number of hours that will be spent on a given task.

This table presents the efforts already spent since the start of the project.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| # | Effort | Component | Task/Milestone | Artefacts |
| 1 | 7 | Iteration 1 |  |  |
| 1.1 | 2 | Documentation | Scoped project planning | Project Proposal |
| 1.2 | 5 | Runtime component | Conception | Algorithms and proofs |
| 2 | 9 | Iteration 2 |  |  |
| 2.1 | 2 | Documentation | Scoped project planning | Project Proposal |
| 2.2 | 7 | Runtime component | yarn\_map implementation and testing | Source code |
| 3 | 11 | Iteration 3 |  |  |
| 3.1 | 1 | Documentation | Scoped project planning | Project Proposal |
| 3.2 | 5 | Documentation | Full system analysis | Vision |
| 3.3 | 3 | Runtime component | yarn\_tpool implementation and testing | Source code |
| 3.4 | 1 | Runtime component | yarn\_pstore implementation and testing | Source code |
| 3.5 | 1 | Runtime component | yarn\_pmem implementation and testing | Source code |
| 4 | 10 | Iteration 4 |  |  |
| 4.1 | 5 | Documentation | Full system analysis | Vision |
| 4.2 | 5 | Runtime component | yarn\_epoch implementation and testing | Source code |
| 5 | 10 | Iteration 5 |  |  |
| 5.1 | 5 | Documentation | Full system analysis | Vision |
| 5.2 | 5 | Runtime component | yarn\_epoch implementation and testing | Source code |
| 6 | 9 | Iteration 6 |  |  |
| 6.1 | 3 | Documentation | Summary report outlines | Progress report |
| 6.2 | 7 | Runtime component | yarn\_dep implementation and testing | Source code |
| 7 | 12 | Iteration 7 |  |  |
| 7.1 | 3 | Documentation | Summary report outlines | Progress report |
| 7.2 | 7 | Runtime component | yarn\_dep implementation and testing | Source code |
| 7.3 | 2 | Runtime component | yarn front-end implementation and testing | Source code |
| Total: | 67 |  |  |  |

This table presents our estimates for the rest of the project. It should be noted that the duration of one iteration will last for one week and that the tasks for the compiler component are still generic because more research is required to understand exactly how the component will be constructed.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| # | Effort | Component | Task/Milestone | Artefacts |
| 8 | 10 | Iteration 8 |  |  |
| 8.1 | 6 | Documentation | Performance report | Test and performance |
| 8.2 | 5 | Runtime component | Performance tests and profiling | Test and performance |
| 9 | 10 | Iteration 9 |  |  |
| 9.1 | 5 | Documentation | Definition of modules and their interaction | Architecture |
| 9.2 | 5 | Compiler component | Conception and research | Algorithms and proofs |
| 10 | 10 | Iteration 10 |  |  |
| 10.1 | 5 | Documentation | Definition of modules and their interaction | Architecture |
| 10.5 | 5 | Compiler component | Conception and research | Algorithms and proofs |
| 11 | 10 | Iteration 11 |  |  |
| 11.1 | 5 | Documentation | Definition of modules and their interaction | Architecture |
| 11.2 | 5 | Compiler component | Conception and research | Algorithms and proofs |
| 12 | 10 | Iteration 12 |  |  |
| 12.1 | 4 | Documentation | Summary report and recommendation | Summary report |
| 12.2 | 6 | Compiler component | Implementation and testing | Source code |
| 13 | 10 | Iteration 13 |  |  |
| 13.1 | 4 | Documentation | Project presentation and demo | Presentation slides |
| 13.2 | 6 | Compiler component | Implementation and testing | Source code |
| 14 | 10 | Iteration 14 |  |  |
| 14.1 | 6 | Documentation | Project presentation and demo | Presentation slides |
| 14.2 | 4 | Compiler component | Implementation and testing | Source code |
| 15 | 10 | Iteration 15 |  |  |
| 15.1 | 8 | Documentation | Summary report and recommendation | Summary report |
| 15.2 | 2 | Compiler component | Implementation and testing | Source code |
| Total: | 80 |  |  |  |

1. http://openmp.org/ [↑](#footnote-ref-1)
2. A speed up represents how much faster the parallel program is compared to the sequential program. A speed up of 2 indicates that the parallel program is twice as fast as the sequential program. [↑](#footnote-ref-2)
3. Git is a distributed version control system (http://git-scm.com/). [↑](#footnote-ref-3)
4. Github provides free hosting for open source projects (https://github.com/RAttab/yarn). [↑](#footnote-ref-4)
5. FreedBSD is a permissive open source license (http://www.freebsd.org/copyright/freebsd-license.html). [↑](#footnote-ref-5)
6. LLVM is a versatile and user-friendly compiler (http://llvm.org/). [↑](#footnote-ref-6)
7. Clang is the C, C++ and Objective-C front-end for the LLVM compiler (http://clang.llvm.org/). [↑](#footnote-ref-7)
8. https://github.com/RAttab/yarn/tree/master/libyarn [↑](#footnote-ref-8)
9. Check is a unit testing framework for C (http://check.sourceforge.net/). [↑](#footnote-ref-9)