**Part1**

**Question1**
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Furthermore, we can also get the confusion matrix as showing below. Here is the result of confusion matrix.

[[766. 5. 8. 13. 30. 64. 3. 62. 30. 19.]

[ 7. 671. 107. 18. 27. 23. 58. 13. 27. 49.]

[ 5. 58. 691. 27. 28. 21. 47. 37. 46. 40.]

[ 4. 33. 61. 759. 14. 58. 15. 19. 25. 12.]

[ 58. 50. 82. 22. 626. 19. 32. 37. 20. 54.]

[ 8. 28. 128. 17. 20. 722. 26. 8. 33. 10.]

[ 4. 24. 147. 11. 24. 24. 722. 21. 10. 13.]

[ 17. 29. 29. 11. 83. 16. 52. 624. 91. 48.]

[ 9. 35. 95. 41. 8. 31. 46. 7. 707. 21.]

[ 8. 50. 87. 2. 53. 31. 17. 33. 41. 678.]]

**Question2**
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Furthermore, we can also get the confusion matrix as showing below. Here is the result of confusion matrix.

[[847. 7. 3. 6. 31. 34. 4. 39. 24. 5.]

[ 4. 824. 27. 2. 17. 15. 59. 7. 17. 28.]

[ 7. 16. 826. 50. 12. 19. 27. 12. 14. 17.]

[ 5. 12. 25. 919. 2. 18. 7. 2. 4. 6.]

[ 35. 34. 21. 4. 818. 10. 27. 18. 19. 14.]

[ 9. 24. 76. 8. 10. 832. 18. 1. 16. 6.]

[ 3. 16. 42. 9. 13. 7. 891. 8. 1. 10.]

[ 22. 13. 17. 3. 16. 9. 30. 841. 22. 27.]

[ 12. 31. 29. 60. 4. 9. 30. 3. 816. 6.]

[ 4. 21. 44. 3. 32. 5. 19. 20. 9. 843.]]

**Question3**

In question3, we should design a 2-layers neural network by using the convolution function provided by nn. Based on the question2, we can also using the Sequential function to wrap up 2 convolution models. Here is the final accuracy of question3, which is 9306/10000, is 93%. Here is the picture of the result.

Also, here is the result of the confusion matrix.

[[957. 2. 3. 0. 18. 8. 0. 8. 2. 2.]

[ 2. 914. 4. 0. 16. 3. 40. 7. 5. 9.]

[ 11. 5. 849. 50. 9. 16. 35. 11. 5. 9.]

[ 1. 0. 14. 967. 3. 9. 0. 3. 1. 2.]

[ 28. 2. 3. 13. 901. 5. 16. 9. 17. 6.]

[ 3. 10. 31. 6. 3. 928. 13. 4. 0. 2.]

[ 3. 4. 11. 6. 5. 2. 960. 3. 4. 2.]

[ 10. 4. 5. 0. 10. 3. 7. 930. 9. 22.]

[ 7. 10. 4. 2. 5. 6. 8. 4. 954. 0.]

[ 5. 8. 6. 4. 14. 3. 1. 4. 9. 946.]]