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### [摘要]

本文定义了用于比较机器学习数据集的集合差异的度量，提出数据集之间的差异是关于组合覆盖率的函数，并举例阐明了这种方法在估计和评测机器学习模型的性能上的效用。

识别和测量数据集之间的差异在机器学习领域是一个非常重要的问题，模型的准确性很大程度上取决于训练数据能否充分代表应用程序中遇到的数据。该方法可应用于迁移学习，即预测一个模型是否能在其他数据集上也能有良好的预测结果的问题。

### [问题描述]

在软硬件系统测试中，绝大多数的错误都来源于各组件系统之间的交互。一般来说，充分测试4~6个组件之间的交互就可以检测软件系统中所有能考虑的故障。因为机器学习(ML,Machine Learning)的某些特性比如大规模输入、白盒测试工作以及集成或系统级出现的紧急行为，传统的软件测试方法对嵌入式机器学习系统的测试具有一定的困难。为了解决组件系统集成过程中意外交互所导致的故障，我们需要对机器学习中的软硬件系统集成引进一个新的测试方案及度量。

### [解决思路]

组合覆盖(CC,Combinatorial Testing)法是一种有效减少测试用例个数的测试用例设计方法。组合测试(CT,Combinatorial Testing)使用伪详尽测试来解决大输入域，已经被广泛应用于自动驾驶汽车系统中嵌入ML组件的测试用例生成、测试神经网络的内状态空间、特征选择和可解释的ML。在原有CT的基础之上，我们定义一种新的组合覆盖度量来比较ML数据集。

### [具体方案]

#### 指标的定义

在特征应用于CT之前，首先将连续值离散化。值组合是指将特定的值赋给t个因子或t元组。组合覆盖(CC,Combinatorial Coverage)也称为总覆盖。给定一个数据集是的子集，定义一个因素的体系和他们各自的等级，是所有可能的数据点的集合，是所有可行的值组合的集合。如果某些集合不可能，那它会被阻止并从中删除。 给一个数据集是的子集，定义是中出现的组合的集合。数据集的覆盖率为

根据集合论会有以下关系：

$$\begin{cases}
1) S\_t \sub T\_t \Rightarrow 0<SDCC\_t(T/S)<1,\\
2)S\_t=T\_t \Rightarrow SDCC\_t(T/S)=0,\\
3)(S\_t \not\sub T\_t)\cap (T\_t \not\sub S\_t) \cap (S\_t\cap T\_t\neq \empty)\Rightarrow 0<SDCC\_t(T/S)<1\\
4)T\_t\sub S\_t \Rightarrow SDCC\_t(T/S)=0\\
5)S\_t \cap T\_t =\empty \Rightarrow SDCC\_t(T/S)=1
\end{cases}$$

注意不一定相等，它们的差值也是度量之一。

#### 应用层面

##### a.故障定位

值组合的集差法可以用于故障定位。通常运行测试集会有大量的通过测试和少数的失败测试，而只有失败测试的一小部分值组合会导致失败。我们令

识别故障触发值组合的第一步是一个基本的消除规则：计算，即不存在于任何通过测试集合中且在失败测试集合中的值组合。因为这对于确定性系统而言,这些值组合必定包含触发故障的值组合，还可以使用基本的集合操作进一步减少故障中可能涉及的值组合。

##### b.可解释性分类

从某种角度来看，ML中的分类问题于CT中的故障定位问题本质上是相同的。通过计算属于集合C但不属于集合N的值组合的集合来对ML分类进行解释或证明，其含义为这些值组合相比起N集，与C集合的关系更密切。

XAI即可解释性人工智能，是一种可以使AI算法更加透明可靠,特别是在医疗，金融和军事领域能够提供可解释性的方法。XAI方法根据提取信息的时间分为intrinsic和post-hoc。 intrinsic模型是能够在训练过程中自解释的，例如决策树模型。 post-hoc模型则是在训练之后可以用一个简化的模型来解释。 post-hoc解释模型可以用来解释intrinsic模型，但是反过来则不一定。 post-hoc模型对模型的预测更准，但是解释性就不如intrinsic模型。

以前的模型归纳方法现在可以从ML输出出发通过逆向工程获得一个解释或者模型。使用统计方法来识别与类最密切相关的特征。而组合XAI方法通过产生用于解释的特征组合来扩展了这个方法。这种区别是非常重要的，因为密切相关的单一因素在识别值组合中不一定存在。基于规则的专家系统通常被认为很容易解释，但通常不如神经网络等更不透明的方法那么方便。而XAI组合方法提供了一种自然映射到清晰可理解的规则。

##### c.模型包络

计算机视觉(CV,Computer Vision)包括检测或分类图像中的物品等任务。领域的复杂性取决于所有影响图像生成的变量，导致交互效应的可能性很高。ML模型的操作包络描述了期望它在其中正确执行的环境；部署到外部环境可能会导致意想不到的结果。以一个ML模型学习它所训练的例子，因此要在每个环境下按预期执行，训练数据集必须包含足够的代表性例子。

计算机视觉模型的操作包络的一个维度是通过描述模型训练为数据集中存在的特征值组合覆盖的环境来定义的。这些特征可能直接来自图像数据，但使用元数据有两个好处。①元数据更容易被操作员理解;②当图像数据不存在时，元数据可能是可用的。

当类标签可用时，我们有一种计算值组合的特殊方法。标签中心主义(Label centrism)迫使所有值组合涵盖一个标签；以标签中心主义的值组合包括其标签和t-1个其他特征。这类标签中心主义方法可以描述物体出现的环境。

#### 测试集设计

在设计测试集的过程中，我们将数据集划分为训练S集、验证T集和测试T集。当数据集较大并且采用随机选择时，由于它们来自相同的总体，测试集在训练集中也具有代表性。计算可以在糟糕的随机抽取中提供保障。用普通的随机算法划分几个随机区域并且维护一个最低SDCC值的区域,这就等同于在模型的操作包络中进行测试。

在实践中，由于数据集不够大，很少有人从头开始训练网络。常见的做法是使用预训练的网络（例如在ImageNet上训练的分类1000类的网络）来重新fine-tuning（也叫微调），或者当做特征提取器。这种方法称为Fne-tuning方法。

训练数据集的代表性声明通常依赖于随机选择或者按对象类型计数。组合覆盖(CC)计算训练集提供了一个测量的上下文模型训练通过值组合的可调参数t。在迁移学习中，在一个环境训练的模型部署到一个新的环境，可能没有再训练或fne调优，这会导致在更大的部署环境下模型无法正常表现。

### [结果]

本文定义了新的组合测试指标用作在机器学习领域为分类输出提供解可解释性并且在ML模型的操作包络中大获成功。并且结合了XAI方法以及模型包络解决了某些CV上的困难。