**Configurations**

We will go through all of the configurations that we apply in this project

**Batch Normalization:** Internal covariate shift slows down and makes it harder to train models. To normalize layers input, we apply Batch Normalization [1]. It acts as a regularizer and helps models to achieve the same accuracy with fewer training steps, hence, saving time as well [2].

**Dropout**: When the data is limited, our model can be overfitted. Dropout technique is introduced to address this problem [3]. However, dropout will increase your training time so in other words, applying dropout also means creating a trade-off between accuracy and training time [4].

**AdamW:** In a conference paper at ICLR 2019 by Loshchilov & Hutter, Adam with L2 regularization had been proved to have worse generalization performance than AdamW [5]. The paper also mentioned that AdamW had yielded better training loss and test error than Adam [6].

**GELUs:** GELUs stands for Gaussian Error Linear Units. It is a high-performing neural network activation function [7]. As the Neural Network goes deeper and deeper while training, sigmoid activation has been proved to be less effective than RELUs (Rectified Linear Units).

**He initialization:** He initialization is an initialization introduced in 2015 [8]. This method will allow us to train deep rectified models from scratch and look into deeper architectures [9]
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