# Лекция № 7. Аннотированный перевод статьи

## Smartphone videos produce highly realistic 3D face reconstructions

### SUMMARY

Normally, it takes pricey equipment and expertise to create an accurate 3D reconstruction of someone's face. Now, researchers have pulled off the feat using video recorded on an ordinary smartphone. Shooting a continuous video of the front and sides of the face generates a dense cloud of data. A two-step process uses that data, with some help from deep learning algorithms, to build a digital reconstruction of the face.

### FULL STORY

Normally, it takes pricey equipment and expertise to create an accurate 3D reconstruction of someone's face that's realistic and doesn't look creepy. Now, Carnegie Mellon University researchers have pulled off the feat using video recorded on an ordinary smartphone.

Using a smartphone to shoot a continuous video of the front and sides of the face generates a dense cloud of data. A two-step process developed by CMU's Robotics Institute uses that data, with some help from deep learning algorithms, to build a digital reconstruction of the face. The team's experiments show that their method can achieve sub-millimeter accuracy, outperforming other camera-based processes.

A digital face might be used to build an avatar for gaming or for virtual or augmented reality, and could also be used in animation, biometric identification and even medical procedures. An accurate 3D rendering of the face might also be useful in building customized surgical masks or respirators.

"Building a 3D reconstruction of the face has been an open problem in computer vision and graphics because people are very sensitive to the look of facial features," said Simon Lucey, an associate research professor in the Robotics Institute. "Even slight anomalies in the reconstructions can make the end result look unrealistic."

Laser scanners, structured light and multicamera studio setups can produce highly accurate scans of the face, but these specialized sensors are prohibitively expensive for most applications. CMU's newly developed method, however, requires only a smartphone.

The method, which Lucey developed with master's students Shubham Agrawal and Anuj Pahuja, was presented in early March at the IEEE Winter Conference on Applications of Computer Vision (WACV) in Snowmass, Colorado. It begins with shooting 15-20 seconds of video. In this case, the researchers used an iPhone X in the slow-motion setting.

"The high frame rate of slow motion is one of the key things for our method because it generates a dense point cloud," Lucey said.

The researchers then employ a commonly used technique called visual simultaneous localization and mapping (SLAM). Visual SLAM triangulates points on a surface to calculate its shape, while at the same time using that information to determine the position of the camera. This creates an initial geometry of the face, but missing data leave gaps in the model.

In the second step of this process, the researchers work to fill in those gaps, first by using deep learning algorithms. Deep learning is used in a limited way, however: it identifies the person's profile and landmarks such as ears, eyes and nose. Classical computer vision techniques are then used to fill in the gaps.

"Deep learning is a powerful tool that we use every day," Lucey said. "But deep learning has a tendency to memorize solutions," which works against efforts to include distinguishing details of the face. "If you use these algorithms just to find the landmarks, you can use classical methods to fill in the gaps much more easily."

The method isn't necessarily quick; it took 30-40 minutes of processing time. But the entire process can be performed on a smartphone.

In addition to face reconstructions, the CMU team's methods might also be employed to capture the geometry of almost any object, Lucey said. Digital reconstructions of those objects can then be incorporated into animations or perhaps transmitted across the internet to sites where the objects could be duplicated with 3D printers.

*Source:* [*https://www.sciencedaily.com/releases/2020/04/200401092609.htm*](https://www.sciencedaily.com/releases/2020/04/200401092609.htm)

## Glossary

|  |  |
| --- | --- |
| Word | Translation |
| Reconstruction | Реконструкция, воссоздание |
| Deep learning | Глубокое обучение |
| Avatar | Аватар |
| Virtual reality | Виртуальная реальность |
| Augmented reality | Дополненная реальность |
| Rendering | Визуализация, исполнение |
| Computer vision | Машинное зрение |
| Slow-motion | Замедленное движение |
| SLAM (simultaneous localization and mapping) | Одновременная локализация и построение карты |
| 3D printer | 3D-принтер |

## Annotation in Russian

Как правило, для создания точной трехмерной реконструкции чьего-то лица, которая реалистична и не выглядит жуткой, требуется дорогостоящее оборудование и опыт. Лазерные сканеры, структурированный свет и многокамерные студийные установки могут производить высокоточное сканирование лица, но эти специализированные датчики непомерно дороги для большинства применений. Теперь исследователи совершили подвиг, используя видео, записанное на обычном смартфоне. «Высокая частота кадров замедленного движения является одной из ключевых вещей для нашего метода», — сказала Люси. Съемка непрерывного видео передней и боковых частей лица создает плотное облако данных. Затем исследователи используют общепринятую технику Visual SLAM, чтобы создать начальную геометрию лица, но отсутствующие данные оставляют пробелы в модели. На втором этапе этого процесса исследователи работают, чтобы заполнить эти пробелы, используя алгоритмы глубокого обучения. Однако глубокое обучение используется ограниченным образом, поэтому затем используются классические методы компьютерного зрения. Этот процесс занимает 30-40 минут, но зато для этого нужен только смартфон. Цифровое лицо может быть использовано для создания аватара для игр, виртуальной или дополненной реальности, а также для анимации, биометрической идентификации и даже медицинских процедур. Но вообще, по словам Люси, этот метод может использоваться для захвата геометрии практически любого объекта.