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**Цель работы:** изучить обучение и функционирование нелинейной искусственной нейронной сети (ИНС) при решении задач распознавания образов.

Вариант 11

|  |  |  |  |
| --- | --- | --- | --- |
| Вариант | Вектор 1 | Вектор 2 | Вектор 3 |
| 7 | 7 | 6 | 8 |

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| № | Данные вектора | | | | | | | | | | | | | | | | | | | |
| 4 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 |
| 6 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 8 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 1 | 1 |

**Задание.** Написать на любом языке высокого уровня программу моделирования нелинейной ИНС для распознавания образов. Рекомендуется использовать сигмоидную функцию (но это не является обязательным). Количество нейронных сетей в скрытом слое взять согласно варианту работы №4. Его можно варьировать, если сеть не обучается или некорректно функционирует. Для организации обучающей выборки использовать данные таблиц 5.1 и 5.2.

Провести исследование полученной модели. При этом на вход сети необходимо подавать искаженные образы, в которых инвертированы некоторые биты. Критерий эффективности процесса распознавания - максимальное кодовое расстояние (количество искаженных битов) между исходным и поданным образом.

**Текст программы:**

Random random = new();

List<List<double>> Wij = new();

List<List<double>> Wjk = new();

List<double> Tj = new();

List<double> Tk = new();

List<int> vector\_7 = new(new int[] { 0, 0, 0, 0, 0, 0, 0, 0, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1 });

List<int> vector\_6 = new(new int[] { 1, 1, 1, 1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0 });

List<int> vector\_8 = new(new int[] { 1, 1, 1, 0, 0, 0, 1, 1, 1, 0, 0, 0, 1, 1, 1, 0, 0, 0, 1, 1 });

List<List<int>> all\_vectors = new();

all\_vectors.Add(vector\_7);

all\_vectors.Add(vector\_6);

all\_vectors.Add(vector\_8);

double step = 0.5;

double MIN\_ERROR = 1e-6;

int input\_neuron\_number = 6;

int hidden\_neuron\_number = 2;

int output\_neuron\_number = 1;

List<List<double>> drawing\_data = new() { new List<double>(), new List<double>() };

List<double> errors = new(output\_neuron\_number) { 0 };

List<double> reference = new(output\_neuron\_number) { 0 };

List<double> hiddenLayer\_error = new(hidden\_neuron\_number) { 0, 0 };

int iteration = 1;

int epoch = 0;

double error = 0;

for (int i = 0; i < hidden\_neuron\_number; i++)

Tj.Add(random.NextDouble(-0.5, 0.5));

for (int i = 0; i < output\_neuron\_number; i++)

Tk.Add(random.NextDouble(-0.5, 0.5));

for (int i = 0; i < output\_neuron\_number; i++)

{

List<double> tempList = new();

for (int j = 0; j < hidden\_neuron\_number; j++)

{

var a = random.NextDouble(-0.1, 0.1);

tempList.Add(a);

if (j == 1) Wjk.Add(tempList);

}

}

for (int i = 0; i < input\_neuron\_number - 1; i++)

{

List<double> tempList = new();

for (int j = 0; j < hidden\_neuron\_number; j++)

{

var a = random.NextDouble(-0.1, 0.1);

tempList.Add(a);

if (j == 1) Wij.Add(tempList);

}

}

do

{

error = 0;

for (int N = 0; N < output\_neuron\_number; N++)

{

reference[N] = 1;

for (int i = 0; i < iteration; i++)

{

var y = all\_vectors[N];

var Yj = Sj\_onHiddenLayer(y);

var Yk = Sk\_onOutputLayer(Yj);

for (int index = 0; index < output\_neuron\_number; index++)

{

errors[index] = Yk[index] - reference[index];

}

for (int j = 0; j < hidden\_neuron\_number; j++)

{

for (int k = 0; k < output\_neuron\_number; k++)

{

hiddenLayer\_error[j] += errors[k] \* Yk[k] \* (1 - Yk[k]) \* Wjk[k][j];

}

}

Wjk\_change(Yj, Yk, errors);

Wij\_change(Yj, hiddenLayer\_error, y);

error += Math.Pow(errors[N], 2);

}

}

error /= 2;

drawing\_data[0].Add(epoch);

drawing\_data[1].Add(error);

epoch += 1;

} while (error > MIN\_ERROR);

for (int i = 0; i < all\_vectors.Count; i++)

{

var input = all\_vectors[i];

Console.Write($"Result vector: {i + 1} : ");

for (int j = 0; j < vector\_7.Count; j++)

{

Console.Write(input[j]);

}

Console.WriteLine();

Console.Write($"Result: ");

var hiddenLayer\_prev = Sj\_onHiddenLayer(input);

var Values = Sk\_onOutputLayer(hiddenLayer\_prev);

Console.WriteLine(Values[0]);

}

int co = 0;

StreamWriter f;

foreach (var item in drawing\_data)

{

if (co == 0)

{

f = new StreamWriter("epohi.txt", true);

co++;

}

else f = new StreamWriter("errors.txt", true);

foreach (var item1 in item)

{

f.WriteLine(item1);

}

f.Close();

}

double sigmoidFunction(double S) =>

1 / (1 + Math.Exp(-S));

List<double> Sj\_onHiddenLayer(List<int> y)

{

List<double> Sj = new();

for (int j = 0; j < hidden\_neuron\_number; j++)

{

double value = 0.0;

for (int i = 0; i < input\_neuron\_number - 1; i++)

{

value += y[i] \* Wij[i][j];

}

value -= Tj[j];

Sj.Add(sigmoidFunction(value));

}

return Sj;

}

List<double> Sk\_onOutputLayer(List<double> Yj)

{

List<double> Sk = new();

for (int j = 0; j < output\_neuron\_number; j++)

{

var value = 0.0;

for (int i = 0; i < hidden\_neuron\_number; i++)

{

value += Yj[i] \* Wjk[j][i];

}

value -= Tk[j];

Sk.Add(sigmoidFunction(value));

}

return Sk;

}

void Wjk\_change(List<double> Yj, List<double> Yk, List<double> error)

{

for (int j = 0; j < output\_neuron\_number; j++)

{

for (int i = 0; i < hidden\_neuron\_number; i++)

{

Wjk[j][i] -= step \* error[j] \* Yk[j] \* (1 - Yk[j]) \* Yj[i];

}

Tk[j] += error[j] \* step \* Yk[j] \* (1 - Yk[j]);

}

}

void Wij\_change(List<double> Yj, List<double> hiddenLayer\_error, List<int> y)

{

for (int j = 0; j < hidden\_neuron\_number; j++)

{

for (int i = 0; i < input\_neuron\_number - 1; i++)

{

Wij[i][j] -= step \* hiddenLayer\_error[j] \* y[i] \* Yj[j] \* (1 - Yj[j]);

}

Tj[j] += step \* hiddenLayer\_error[j] \* Yj[j] \* (1 - Yj[j]);

}

}

public static class RandomExtensions

{

public static double NextDouble(this Random random, double minValue, double maxValue)

{

return random.NextDouble() \* (maxValue - minValue) + minValue;

}

}

**Результат выполнения программы:**

![](data:image/png;base64,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)

**Вывод:** в ходе лабораторной работы реализовал нелинейную ИНС для распознавания образов.