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Assumptions:

1. The dataset will only be in .xlxs format.
2. During pruning when random function generates index for rootNode to be pruned it will be counted in the count of number of nodes to be pruned but the node will not be pruned.

For example: If pruning factor is 0.1 and total number of nodes in the tree is 250. Theoretically, it should prune (0.1 \* 250) – 25 nodes. But random number might generate the index for root node 20 times and we end up pruning only 5 nodes.

Learning:

Details about the implementation of ID3 algorithm and reduced pruning algorithm.

Python implementation of nested dictionary tree.

Best Results:

Pre-Pruned Accuracy

-------------------------------------

Number of training instances = 600

Number of training attributes = 21

Total number of nodes in the tree = 265.0

Number of leaf nodes in the tree = 133

Accuracy of the model on the training dataset = 100.0 %

Number of validation instances 2000

Number of validation attributes 21

Accuracy of the model on the validation dataset 74.3 %

Number of testing instances 2000

Number of testing attributes 21

Accuracy of the model on the testing dataset 75.14999999999999 %

Post-Pruned Accuracy

-------------------------------------

Number of training instances = 600

Number of training attributes = 21

Total number of nodes in the tree = 102.0

Number of leaf nodes in the tree = 52

Accuracy of the model on the training dataset = 77.5 %

Number of validation instances 2000

Number of validation attributes 21

Accuracy of the model on the validation dataset 67.95 %

Number of testing instances 2000

Number of testing attributes 21

Accuracy of the model on the testing dataset 67.60000000000001 %