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# Einführung

Die Präsenz eines Recommender Systems (RS) gehört im modernen Web bereits zum Standard­repertoir von Verkaufs- und Informationswebsites. Dieses Werkzeug erlaubt es, den Benutzern jener Websites, Vorschläge aufgrund ihrer Präferenzen anzubieten. Durch diese Vorschläge erwächst den Benutzerinnen und Benutzern ein Mehrwert, da sie auf Produkte bzw. Informationen aufmerksam werden, die sie vorher noch nicht kannten, was sich in längerer Aufenthaltszeit auf Websites und in höheren Verkaufszahlen für die Websitebetreiber niederschlägt. Gerade im Bereich von Filmen und Serien ist das Interesse an RS sehr hoch, da das riesige Angebot von Benutzerinnen und Benutzern nicht überblickt werden kann und diese auch gerne auf Neuerscheinungen bzw. populäre Werke ihres Interesses hingewiesen werden wollen. Dieses Interesse der Industrie wurde durch den *Netflix prize*[[1]](#footnote-1) unterstrichen, welcher dem Team, das den *Netflix*-eigenen Vorschlagsalgorithmus um 10% verbessern konnte, eine Million Dollar Preisgeld bot.

Die Berechnung von Filmvorschlägen auf Basis von Benutzerinnen- und Benutzerinteressen ist ein sehr komplexes Fachgebiet, auf dem bereits einiges an Forschung betrieben wurde.

Neben den weithin bekannten Ansätzen *Content-based* RS [z.B. (Pazzani and Billsus 2007)], welche Vorschläge anhand des Benutzerprofils errechnen, sowie *Collaborative filtering* RS [z.B. (Herlocker, Konstan and Riedl 2000)], die die Vorschläge aufgrund von ähnlichen Benutzerinnen und Benutzern generieren, gibt es mittlerweile auch zahlreiche andere Ansätze zu diesem Problem.

In dieser Arbeit stelle ich eine Distanzfunktion vor, die Ähnlichkeiten zwischen Filmen aufgrund der Filmeigenschaften bestimmt. Aus diesen Distanzen kann in weiterer Folge ein Graph konstruiert werden, aus dem mit einer Breitensuche Vorschläge generiert werden können. Durch die Benutzerunabhängigkeit des Algorithmus können auch Vorschläge ohne Benutzerdaten generiert werden. Das eliminiert das „Kaltstartproblem“ anderer RS und auch die Notwendigkeit von Trainingsdaten. In der Sektion Weiterführende Arbeiten werden Überlegungen geschildert, wie Benutzerdaten iterativ zur Verbesserung der Vorschläge genutzt werden können.

# Verwandte Arbeiten

# Ähnlichkeitsbestimmung

Titel korrigieren, Überlegungen, welche Kriterien zur Ähnlichkeit herangezogen wurden.

# Algorithmus

Beschreibung des Algorithmus mit Formeln und Faktoren

# Weiterführende Arbeiten

Benutzerdaten iterativ miteinbeziehen
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