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Programming Report

Code:

%% SHIRUI YE

%% Nonlinear Kernel Function with ONE-ONE & ONE-REST & DAG multiclass SVM classifier implementation for MNIST dataset

clear; clc;

load('MNIST\_data.mat')

polynomial\_deg = 4;

%% Train Classifier with one-versus-one: design a SVM between any two samples, so k classes has k(k-1)/2 SVM. There are 10 classes, so the number of SVM is 45n The goal is to train 45 different classifier

disp('1-1')

round = 0;

votes = zeros(size(test\_samples\_labels,1),10);

for m = 0 : 8

for n = m + 1 : 9

round = round + 1;

[data\_matrix, label\_vector] = cluster(train\_samples,train\_samples\_labels,m,n);

% Langrangian optimization dual form

a\_vector = findAlpha(data\_matrix, label\_vector, polynomial\_deg);

pred\_vec = predict\_class(a\_vector,data\_matrix,label\_vector,test\_samples, polynomial\_deg);

m\_class = pred\_vec > 0;

pred\_vec(m\_class) = m;

pred\_vec(~m\_class) = n;

for i = 1:size(pred\_vec,1)

votes(i, pred\_vec(i) + 1) = votes(i, pred\_vec(i) + 1) + 1;

end

end

end

[confusion\_matrix\_1\_1,accuracy] = computeConfusionMatrix(votes, test\_samples\_labels);

disp(confusion\_matrix\_1\_1)

disp(accuracy)

disp('1-rest')

round = 0;

votes = zeros(size(test\_samples,1),10);

for m = 0 : 9

round = round + 1;

data\_matrix = train\_samples;

label\_vector = train\_samples\_labels;

m\_class = label\_vector == m;

label\_vector(m\_class) = 1;

label\_vector(~m\_class) = -1/9;

% Langrangian optimization dual form

a\_vector = findAlpha(data\_matrix, label\_vector, polynomial\_deg);

votes(:, m + 1) = predict\_class(a\_vector,data\_matrix,label\_vector,test\_samples, polynomial\_deg);

end

[confusion\_matrix\_1\_rest,accuracy] = computeConfusionMatrix(votes ,test\_samples\_labels);

disp(confusion\_matrix\_1\_rest)

disp(accuracy)

votes = ones(size(test\_samples\_labels,1),10);

disp('DAGSVM')

for times = 1 : 9

for m = 0 : times - 1

n = m + (10 - times);

[data\_matrix, label\_vector] = cluster(train\_samples,train\_samples\_labels,m,n);

a\_vector = findAlpha(data\_matrix, label\_vector, polynomial\_deg);

pred\_vec = predict\_class(a\_vector,data\_matrix,label\_vector,test\_samples,polynomial\_deg);

m\_class = pred\_vec > 0;

votes(m\_class, n + 1) = 0;

votes(~m\_class, m + 1) = 0;

end

end

[confusion\_matrix\_DAG,accuracy] = computeConfusionMatrix(votes, test\_samples\_labels);

disp(confusion\_matrix\_DAG)

disp(accuracy)

function [data\_matrix, label\_vector] = cluster(data, label, m, n)

data\_matrix = [];

label\_vector = [];

for i = 1:size(data,1)

if label(i) == m

label\_vector = [label\_vector; 1]; %Extend the vector

elseif label(i) == n

label\_vector = [label\_vector; -1];%Extend the vector

else

continue

end

data\_matrix = [data\_matrix; data(i,:)];%Extend the matrix

end

end

%According to the different constraints, the quadratic programming can be divided into the equality constrained quadratic programming problem and the inequality constrained quadratic programming problem. The equality-constrained quadratic programming problem only contains equality constraints. The common solutions are direct elimination method, generalized elimination method and Lagrange method. For the inequality constrained quadratic programming problem, the basic idea is to impose inequality constraints. It is transformed into an equality constraint and solved. The common solution has an active set method. The effective set method takes the effective constraint as an equality constraint in each iteration, and then can be solved by the Lagrangian method and repeated until the most Excellent solution.

function a\_vector = findAlpha(data\_matrix, label\_vector, polynomial\_deg)

% MATLAB Function: x = quadprog(H,f,A,b,Aeq,beq):

% minimize 0.5 \* x'Hx - f'x where x is variable, A\*x <= b, Aeq \* x = beq

N = size(label\_vector,1); % N data points

H = ((data\_matrix \* data\_matrix').^polynomial\_deg) .\* (label\_vector \* label\_vector');

f = -ones(N,1); %- f

A = -eye(N);

b = zeros(N,1);

Aeq = [label\_vector'; zeros(N-1,N)]; % A zero matrix where 1st row contains y

beq = zeros(N,1); % such that effectively label\_vector' \* a\_vector = 0

%Display is set to 'off', indicating that the optimization process does not display information about the optimization process (in contrast to 'iter', 'iter-detailed', 'notify', 'notify-detailed', 'final', 'final -detailed' and other options, please refer to the documentation for the specific meaning; Algorithm is set to 'sqp', which means to select the Sequential Quadratic Programming algorithm. If you want to know more about the algorithm, some basic introductions are provided in the documentation. You can know the basic principles and general characteristics of various algorithms, and if you want to go deeper, you need to refer to other specialized documents.

options = optimoptions('quadprog','Algorithm','interior-point-convex','Display','off');

a\_vector = quadprog(H, f, A, b, Aeq, beq, [],[],[], options);

end

%%Nonlinear

function prediction\_vector = predict\_class(a\_vector, data\_matrix, label\_vector, test\_data, polynomial\_deg)

support\_index = a\_vector > 0.0001;

support\_matrix\_x = data\_matrix(support\_index,:);

support\_vector\_y = label\_vector(support\_index);

support\_alpha = a\_vector(support\_index);

M = size(support\_vector\_y,1); % size of support vectors

b = 1/M \* sum(support\_vector\_y - ((support\_matrix\_x \* support\_matrix\_x').^polynomial\_deg \* (support\_vector\_y .\* support\_alpha)));

prediction\_vector = (test\_data \* support\_matrix\_x').^polynomial\_deg \* (support\_vector\_y .\* support\_alpha) + b;

end

%% Compute confusion matrix and post-processing

%% test sample labels are 1000\*1 vectors,votes is a 1000\*10 matrix

function [confusion\_matrix,accuracy] = computeConfusionMatrix(votes, test\_samples\_labels)

confusion\_matrix = zeros(10,10);

[max\_counts, max\_index] = max(votes,[],2);

for i = 1:size(max\_index, 1)

confusion\_matrix(test\_samples\_labels(i) + 1, max\_index(i))= confusion\_matrix(test\_samples\_labels(i) + 1, max\_index(i)) + 1;

end

accuracy = trace(confusion\_matrix) / size(test\_samples\_labels,1);

end

Report:

One-versus-rest (OVR SVMs)

In the training, the samples of a certain category are classified into one class, and the other remaining samples are classified into another class, so that the samples of the k categories construct k kVMs. When classifying, the unknown sample is classified as the one with the largest classification function value.

If I have four categories to divide (that is, 4 Labels), they are A, B, C, and D.

So when I extracted the training set, I extracted it separately.

(1) The vector corresponding to A is used as the positive set, and the vector corresponding to B, C, and D is used as the negative set;

(2) The vector corresponding to B is used as the positive set, and the vector corresponding to A, C, and D is used as the negative set;

(3) The vector corresponding to C is used as the positive set, and the vector corresponding to A, B, and D is used as the negative set;

(4) The vector corresponding to D is used as the positive set, and the vector corresponding to A, B, and C is used as the negative set;

Each of the four training sets is used for training, and then four training result files are obtained.

At the time of testing, the corresponding test vectors are respectively tested using the four training result files.

Finally, each test has a result of f1(x), f2(x), f3(x), and f4(x).

The end result is the largest of the four values ​​as a classification result.

Evaluation:

This method has a drawback because the training set is 1:M, which is biased in this case. It is not very practical. You can extract one third from the complete negative set as the training negative set when extracting the data set.

One-versus-one (OVO SVMs or pairwise)

The approach is to design an SVM between any two types of samples, so k samples need to design k(k-1)/2 SVMs.

When classifying an unknown sample, the category with the most votes last is the category of the unknown sample.

The multi-class classification in Libsvm is implemented according to this method.

Suppose there are four types of four classes A, B, C, and D. During training, I choose A, B; A, C; A, D; B, C; B, D; C, D corresponding vector as a training set, and then get six training results, at the time of testing, The corresponding vector tests the six results separately, then takes the voting form, and finally gets a set of results.

The vote is like this:

A=B=C=D=0;

(A,B)-classifier If it is A win, then A=A+1; otherwise, B=B+1;

(A, C)-classifier If it is A win, then A=A+1; otherwise, C=C+1;

...

(C, D)-classifier If it is A win, then C=C+1; otherwise, D=D+1;

The decision is the Max (A, B, C, D)

Evaluation: Although this method is good, when there are many categories, the number of models is n\*(n-1)/2, and the cost is still quite large.

![DAG SVM](data:image/gif;base64,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)

DAG SVM

So when sorting, we can first ask the classifier "1 to 5" (meaning it can answer "is the first or fifth class"), if it answers 5, we go left and ask "2" For the 5" classifier, if it is still said to be "5", we will continue to the left, so that we can continue to ask, you can get the classification results. Where are the benefits? We actually only call 4 classifiers (if the number of categories is k, only k-1 are called), the classification speed is fast, and there is no classification overlap and unclassifiable phenomenon.

In the field of machine learning, the confusion matrix is also called the probability table or the error matrix. It is a specific matrix used to visualize the performance of the algorithm, usually supervised learning (unsupervised learning, usually with matching matrix: matching matrix). Each column represents a predicted value, and each row represents the actual category. The name comes from the fact that it can be very easy to indicate whether multiple categories are confusing (that is, one class is predicted to be another class).

Output:

1-1

84 0 0 0 0 1 1 0 0 0

0 121 0 0 0 0 0 0 1 0

0 0 110 0 0 0 0 1 2 0

0 0 2 105 0 4 0 2 1 1

0 0 1 0 103 0 1 0 0 3

0 0 1 2 1 87 0 0 1 0

2 0 0 0 1 2 81 0 1 0

0 0 0 1 4 0 0 94 0 0

1 0 1 1 1 0 0 1 80 1

0 0 0 0 1 0 0 0 3 88

0.9530

1-rest

85 0 0 0 0 0 1 0 0 0

0 121 0 0 0 0 0 0 1 0

0 0 109 0 0 0 0 1 3 0

0 0 0 110 0 2 0 1 1 1

0 0 1 0 102 0 1 0 1 3

1 0 0 2 1 86 1 0 1 0

2 0 0 0 0 2 82 0 1 0

0 1 0 1 1 0 0 96 0 0

1 0 1 2 1 0 0 0 80 1

0 0 0 0 1 0 0 0 3 88

0.9590

DAGSVM

84 0 0 0 0 1 1 0 0 0

0 121 0 0 0 0 0 0 1 0

0 0 110 0 0 0 0 1 2 0

2 0 0 105 0 4 0 2 1 1

0 0 1 0 103 0 1 0 0 3

1 0 0 2 1 87 0 0 1 0

2 0 0 0 1 2 81 0 1 0

1 0 0 1 3 0 0 94 0 0

1 0 1 1 1 0 0 1 80 1

0 0 0 0 1 0 0 0 3 88

0.9530