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**Abstract**

Predicting the stock market has been the end goal of every financial analyst, trader, and stockbroker since the opening of the stock market in 1817. Only recently have engineers and computer scientists joined them in their pursuit of predicting the unpredictable. In this project, various classification models and neural networks were used to predict future stock prices, with support vector machines (SVM) being heavily favored. Additionally, news articles were analyzed to determine correlations between key words and their impact on a company’s stock price. The application of SVM classification with historical stock opening and closing prices on forecasted stock prices resulted in a test accuracy of ***XX***% over 12 stocks. The addition of the news article scanner resulted in a test accuracy of ***YY***%.

**Expected Deliverables**

1. Algorithm that uses historical price data to generate a model of prices for various stocks.
   1. Comparison between various classification/regression models
2. Scan historical and real time news articles containing names of companies and market sectors to compare to their effect on stock prices.
3. Increase the number of stocks being tested from 12 to 30.
4. Use all stocks listed in Dow Jones IA.
5. Real time trading algorithm with a non-negative ROI.
   1. End goal is ROI percentage >= savings account or index fund ROI
6. Comparison between classification/regression models and neural network implemented in TensorFlow. (Stretch goal, most likely will not be implementing TensorFlow/neural networks)
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